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Abstract. Translation planes of order $q$ are constructed whose full collineation groups have order $q^2$.
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1. Introduction

The most interesting finite projective planes are those having reasonably large collineation groups; such planes are the most amenable to characterizations. The present note concerns planes that are uninteresting according to the preceding criterion: ones with small groups. If a translation plane has order $q = p^h$, where $p$ is prime, then its full collineation group has order at least $q^2(p^2 - 1)$: translations and homologies must be present. This minimal possible order can occur, even when $p = 2$:

Theorem 1.1 If $q = 2^h$ with $n$ odd, composite and greater than 9, then there are translation planes of order $q$ whose full collineation groups have order $q^2$. If $n$ is neither 27 nor the product of 3 and a prime, then there are more than $q(q^2/16)/4$ pairwise nonisomorphic planes of this sort.

In particular, every point of each of these “boring” affine planes has the property that its stabilizer in the full collineation group is the trivial group. There does not appear to be any published example of a finite projective plane having a point whose stabilizer in the full collineation group is trivial. Moreover, it appears that the only published examples of translation planes of order $q = p^h$ whose full collineation groups have order exactly $q^2(p^2 - 1)$ are two planes of order $q = 17^2$ studied in [2].

How can one calculate the full collineation group of a plane? This is, in general, a difficult and apparently tedious task—and one that is especially hard when the plane has very large order. It is sometimes possible to replace calculations with group-theoretic considerations when the group is known to be relatively large (e.g., due to transitivity properties). Here we are dealing with the opposite situation: we want a (very!) small group. However, [6] provides a framework that allows us to have things both ways: the fact that a certain group related to the collineation group is somewhat large allows us to get enough information to
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show that the collineation group is small. On the other hand, the required group theory is that of the late-1960's: it does not involve information concerning simple groups.

Section 2 reviews the background needed from [6, 7]: orthogonal and symplectic spreads. Section 3 contains remarks concerning a more computational version of orthogonal spreads: "Kerdock sets". Section 4 constructs some translation planes and eliminates homologies. This appears to be a highly computational question; dealing with it is difficult and tedious, somewhat resembling parts of [7] but noticeably more complicated. It would be very desirable to have a general framework in which the kernel of a translation plane could be calculated with much less pain. Section 5 identifies the planes in Section 4 with some of those in Section 2. The pleasant, noncomputational part of the proof of the Theorem appears in Section 6, where projective geometry and group theory are used (together with computational results from earlier sections) in order to limit and then determine the automorphism groups of some orthogonal spreads. Finally, Section 7 glues together the results of the previous sections in order to complete the proof of the Theorem.

The techniques in [6, 7] are very flexible. There they were used in order to obtain the only known non-desarguesian affine planes of even order admitting solvable flag-transitive groups, as well as translation planes of even order whose collineation groups contain elements having a $q-1$-cycle on the line at infinity (cf. Example 2 in Section 2). In the present paper the same techniques are employed in the opposite direction, producing minimal groups. The possibility of achieving this minimality was mentioned in [9, p.154]. The examples studied in [6-8], as well as those in the Theorem, indicate an inherent difficulty in classifying all translation planes.

2. Orthogonal spreads

Throughout this paper, $F$, $K$, and $K'$ will be fields satisfying

$$F \supset K \supset K' = GF(2) \setminus \{F : K'\} \text{ is odd and greater than } 9.$$  \hspace{1cm} (2.1)

Note that each integer $q$ appearing in (1.1) occurs as $|F|$ for some fields satisfying (2.1). Let $L$ denote either $K$ or $K'$. In this section we will review some of the required background from [6, 7]. Let $V$ be a vector space of dimension $4n$ over $L$, $n \geq 2$, equipped with a quadratic form $Q$ of Witt index $2m$; the associated bilinear form is $\langle u, v \rangle = Q(u + v) - Q(u) - Q(v)$. A spread in the orthogonal space $V$ is a family $\Sigma$ of $|L|^2m-1 + 1$ totally singular $2m$-spaces such that every nonzero singular vector is in a unique member of $\Sigma$. If $y$ is any nonsingular point of $V$, write

$$\Sigma_y = \{y^+ \cap X, y/y \mid X \in \Sigma\}.$$ 

Then $y^+ / y$ is a symplectic space (with respect to the alternating form $(u + y, v + y) = (u, v)$ for $u, v \in y^+$), and $\Sigma_y$ is a spread in the usual sense [3, p. 219]—but it is even a symplectic spread: each of its members is a totally isotropic $2m - 1$-space. Let $A(\Sigma_y)$ denote the translation plane determined by $\Sigma$ and $y$; it has $y^+ / y$ as its set of points, the lines being the cosets of the members of $\Sigma_y$.

Conversely, any symplectic spread in $y^+ / y$ arises as $\Sigma_y$ for an orthogonal spread $\Sigma$ in $V$ and $\Sigma$ is essentially unique [6].

A crucial property of these planes is as follows:

**Proposition 2.2** [6, (3.5), (3.6), (3.7)]. Let $\Sigma$ be a spread in the orthogonal space $V_i$, over $L$ (with associated quadratic form $Q_i$) for $i = 1, 2$, and let $y_i$ be a nonsingular point of $V_i$. If $g$ is any isomorphism $A(\Sigma_{y_1}) \to A(\Sigma_{y_2})$, then there is a semilinear transformation $h : V_1 \to V_2$ such that the following hold:

(i) $y'_1 = y_2$;

(ii) $\Sigma_{y_1} = \Sigma_{y_2}$;

(iii) $Q_2(h') = aQ_1(v)^x$ for some $a \in L$, some $\tau \in AutL$, and all $v \in V$; and

(iv) $h$ induces an automorphism $A(\Sigma_{y_1}) \to A(\Sigma_{y_2})$, and $gh^{-1}$ is an automorphism of the plane $A(\Sigma_y)$ that is the identity on the line at infinity; in particular, it is a homology if $\theta^\circ = 0$.

In other words, two of these planes are isomorphic if and only if there is an isomorphism of the orthogonal spaces inducing an isomorphism of the planes: and every collineation of one of these planes is the product of a translation, a homology and a semilinear transformation preserving the symplectic structure of $y^+ / y_1$. In particular, the determination of the collineation group of a plane $A(\Sigma_y)$ can be achieved in three stages:

- determine the group $G(\Sigma)$ of all semilinear transformations of $V$ that "preserve" $Q$ as in (2.2(iii)) and send $\Sigma$ to itself;
- determine the stabilizer $G(\Sigma)y$; and
- determine the group of homologies of $A(\Sigma_y)$ fixing $0$.

This is essentially how Theorem 1.1 will be proved. First we need to provide examples leading to the orthogonal spreads needed in Theorem 1.1.

**Examples** Let $F$, $K$, and $K'$ be as in (2.1). Let $T : F \to K$ and $T' : F \to K'$ be the corresponding trace maps.

**Example 1** "Desarguesian spreads". Consider the $K$-space $F \times K \times F \times K$, equipped with the quadratic form $Q$ defined by

$$Q(a, b, b, b) = T(a)b + ab$$

the corresponding bilinear form is \((\langle a, b, b, b, \alpha, \alpha, \beta, \beta, b \rangle = T(\alpha b + \alpha' b) + ab + a'b.\)

The desarguesian spread in $F \times F$ "lifts" to the orthogonal spread $\Sigma$ consisting of the totally singular subspaces

$$\{0 \times 0 \times K \times K \text{ and } \langle a, a, \sigma a, T(\sigma a) + sa, T(\sigma a) \rangle \mid a \in F, a \in K \} \text{ for } s \in F.$$  \hspace{1cm} (2.3)
Here, "lifts" refers to the fact that $\Sigma_{(0,1,0,1)}$ consists of the subspaces $0 \times 0 \times F \times 0 + (0, 1, 0, 1) \text{ and } \{\alpha, 0, s^2\alpha, 0 + (0, 1, 0, 1) \mid \alpha \in F\}$, $s \in F$, and these evidently constitute the usual desarguesian spread in $(0, 1, 0, 1) \perp (0, 1, 0, 1)$, producing the desarguesian plane $A(\Sigma_{(0,1,0,1)})$ of order $[F]$. The orthogonal spread (2.3) is called the desarguesian spread in $[F]$. Note that the $[F] - 1$ isometries
\[ g_c((\alpha, a, \beta, b)) \mapsto (\kappa \alpha, \alpha, \zeta \beta, b), \quad \text{where } \zeta \in F^*, \]
(2.4)
of $F \times K \times K$ fix $K \times K \times K$ fix $0, (0, 1, 0, 1)$, preserve $\Sigma$, and hence act on the plane $A(\Sigma_{(0,1,0,1)})$. The points fixed by all of these isometries are just those of the $2$-space $(0, 1, 0, 0, 0, 0, 1)$.

**Example 2** (called in [6, 7] the "third cousins of the desarguesian spread"). Fix $k \in K - K'$, and consider the point $y_k = (0, k+1, 0, 1)$ in the space $F \times K \times F \times K$ appearing in Example 1. This is nonsingular (since $Q(0, k+1, 0, 1) = k+1$) and produces a symplectic spread $\Sigma_{y_k}$ in the symplectic space $y_k^1 / y_k$ of the following subspaces:
\[ 0 \times 0 \times F \times 0 + y_k, \]
\[ \{0, a, s^2\alpha + ksT(\alpha a), 0 + y_k \mid \alpha \in F\} \quad \text{for } s \in F. \]
(2.5)
Namely, $(\alpha, a, s^2\alpha + ksT(\alpha a) + sa, T(\alpha a))$ is perpendicular to $(0, k+1, 0, 1)$ if and only if $a = (k+1)(T(\alpha a))$ in which case $(\alpha, a, s^2\alpha + ksT(\alpha a) + sa, T(\alpha a)) = (0, 0, s^2\alpha + ksT(\alpha a) + sa, 0, 0) + T(\alpha a)(0, 1, 0, 1, 1, 0, 0, 0, 1, 0)$.

Since $y_k = (0, k+1, 0, 1)$ is fixed by the automorphisms $g_c$ defined in (2.4), each $g_c$ induces an automorphism of the translation plane $A(\Sigma_{y_k})$.

**Example 2'** The symplectic space $y_k^1 / y_k$ over $K$ can also be viewed as a symplectic space over $K'$ by using the bilinear form $(u, v)^T = T'((u, v))$ for $(u, v) \in y_k^1 / y_k$. Then (2.5) also is a symplectic spread of this $K'$-space.

**Example 3** Consider now the $K'$-space $V = F \times K \times F \times K'$, equipped with the quadratic form $Q'$ defined by
\[ Q'(\alpha, \beta, \gamma) = T'(\alpha a) + a \gamma; \]
the corresponding bilinear form is again
\[ ((\alpha, a, \beta, b), (\alpha', a', \beta', b'))' = T'(\alpha a' + a' \beta) + a' \beta + a \gamma. \]
(2.6)
The subspaces $F \times K \times 0 \times 0$ and $0 \times 0 \times 0 \times F$ in $K'$ are totally singular. The spread (2.5), viewed as in Example 2', lifts to the following orthogonal spread $\Sigma'$ (where we have written $K'' = 1 \times v K'$)
\[ 0 \times 0 \times F \times K', \]
\[ \{0, a, s^2\alpha + ksT(\alpha a) + k^*sT(k^*\alpha a) + k^*s\alpha a, T(k^*\alpha a)) \mid \alpha \in F, a \in K'\} \quad \text{for } s \in F. \]
(2.7)
Namely, the members of $\Sigma'$ are totally singular subspaces intersecting pairwise only in $0$, and the spread $A(\Sigma')$ consists of the subspaces
\[ 0 \times 0 \times F \times 0 + (0, 1, 0, 1), \]
\[ \{0, a, s^2\alpha + ksT(\alpha a) + (0, 1, 0, 1) \mid \alpha \in F, a \in K'\} \quad \text{for } s \in F, \]
as in (2.5). (Note that $(\alpha, a, s^2\alpha + ksT(\alpha a) + k^*sT(k^*\alpha a) + k^*s\alpha a, T(k^*\alpha a))$ is perpendicular to $(0, 1, 0, 1)$ if and only if $(\alpha, a, s^2\alpha + ksT(\alpha a) + k^*sT(k^*\alpha a) + k^*s\alpha a, T(k^*\alpha a)) = (\alpha, 0, s^2\alpha + ksT(\alpha a) + soa, 0) + T(k^*\alpha a)(0, 1, 0, 1, 1)$.

Define linear transformations $g_c'$ as in (2.4), but this time using the present orthogonal $\Sigma'$. Then each $g_c'$ is in $G(\Sigma')$, and these isometries form a cyclic group fixing the two members $F \times K' \times 0 \times 0$ and $0 \times 0 \times F \times K'$ of $\Sigma'$ while permuting the remainder of $\Sigma'$ in a single cycle. Note that $0 \times K' \times 0 \times K'$ is the set of vectors fixed by all of the transformations $g_c'$, and that $(0, 1, 0, 1)$ is the only nonsingular point fixed by all of these isometries since $K' = GF(2)$. We will determine $G(\Sigma')$ in Section 3. For now, we note only that
\[ G(\Sigma)' \text{ is generated by the isometries } g_c' \text{ and some field automorphisms } (\alpha, a, \beta, b) \mapsto (\alpha^*, a^*, \beta^*, b^*), \quad \alpha \in Aut F(\text{cf. } [7, (4.2iii)]). \]
(2.8)

**Example 4** Let $\Psi' = T'(\Psi) = 1$, so that the point $\Psi = (0, 1, 0, 1)$ of $V$ is nonsingular.
\[ Q'(\Psi, 0, 1, 0, 0) = 1. \]
If $\Sigma'$ is as in Example 3, then $A(\Sigma')(\Psi, 0, 1, 0, 0)$ is a symplectic spread in the symplectic $K'$-space $(\Psi, 0, 1, 0, 1)(\Psi, 0, 1, 0)$. The planes occurring in (1.1) are just those of the form $A(\Sigma')(\Psi, 0, 1, 0, 1)$ such that $\Psi'$ generates $F$.

3. **Kerdock sets**
Assume that $F, K, K', T, T', k^*, k = k^* + 1, V = F \times K \times F \times K'$ and $Q'$ are as in Section 2. Note that
\[ (i) T(1) = 1 = T'(1), \quad (ii) T'(kT(\gamma)) = T'(kT_{\gamma}), \]
and (iii) $T'(kT'_{\gamma}) = T'(kT_{\gamma}^2)$ for all $\gamma \in F, k \in K$
\[ [7, (9.1)]. \]
(3.1)
(In iii) we have $T(\gamma kT(\gamma)^2) = T(kT(\gamma)) = T'(kT'_{\gamma}^2) = T'(kT_{\gamma}^2).$

Fix a basis $e_1, \ldots, e_{v+1}$ of $F \times K' \times 0 \times 0$, and let $f_1, \ldots, f_{v+1}$ be the corresponding dual basis of $0 \times 0 \times F \times K'$ (so $(e_i, f_j) = \delta_{i,j}$ for all $i, j$). Temporarily use the basis $e_1, \ldots, e_{v+1}, f_1, \ldots, f_{v+1}$ of $F \times K' \times F \times K'$ in order to write vectors and matrices. If a subspace $X$ of $V$ satisfies $0 \times 0 \times F \times K' \times 0 \times 0$, then $X$ has the form $\{((\alpha, a, 0, 0)(\beta, b)) \mid (\alpha, a) \in F \times K'\}$ for an $(n + 1) \times (n + 1)$ matrix $M$. Here, $X$ is totally singular if and only if $M$ is skew-symmetric (i.e., symmetric with 0 diagonal). Letting $X$ range over $\Sigma' - \{0 \times 0 \times F \times K'\}$ produces a binary Kerdock set $3$ of matrices $M$: a set of $2^n$ binary skew-symmetric $(n + 1) \times (n + 1)$ matrices such that the difference of any two is
nonsingular (cf. [6, 8]). We will not actually need to use matrices: linear transformations will suffice for our computational requirements.

For each \( s \in F \) define (for all \( \alpha \in F, \beta \in K \))

\[
(a, a)M_s = (s^2a + ksT(\alpha sac) + ksT(k s T(s^{-1}a)) + ksa, T'(k s T(s^{-1}a))).
\]

(3.2)

Then \( \Sigma_s \) consists of \( 0 \times 0 \times F \times K' \) and \( \{(x, xM_s) \mid x \in F \times K'\} \) for \( s \in F \); or, alternatively, \( 0 \times 0 \times F \times K' \times F \times K' \times 0 \times 0 \) and \( \{(xM_s^{-1}, x) \mid x \in F \times K'\} \) for \( s \in F^* \). It is clear from (3.2) that \( M_s \) “depends quadratically” on \( s \), in the sense that the map \( M_{s+t} + M_s + M_t \) is additive in both \( s \) and \( t \) (we will use this sort of observation often in the next section). We will also need a similar formula for \( M_s^{-1} \):

**Lemma 3.3**  
If \( s \neq 0 \) then 

\[
(\beta, b)M_s^{-1} = (s^{-2}b + k^{-1}s^{-1}b + k^{k^{-1}}s^{-1}T(s^{-1}b), k^{1}s^{-1}T(k^{k^{-1}}s^{-1}b), k^{1}s^{-1}T(k^{k^{-1}}s^{-1}b), k^{1}T(k^{k^{-1}}s^{-1}b)).
\]

**Proof:** If the right side of (3.3) is \( \alpha, \alpha \) then calculate as follows, using (3.1) and the fact that \( k^{-1} + k^{-1} + k^{-1} = 0 \):

\[
T'(k s T(s^{-1}b)) = T'(k s T(s^{-1}b)) + T'(k s T(s^{-1}b)) + T'(k s T(s^{-1}b))
\]

\[
= b + b + b + b = b,
\]

so \( s^2a + ksT(\alpha sac) + ksT(k s T(s^{-1}a)) + ksa \)

\[
= s^2a + ksT(s^{a-2} b + k^{-1}s^{-1} b + k^{k^{-1}}s^{-1}T(s^{-1}b))
\]

\[
= b + s + b + s = b,
\]

\[
= s^{-2}b + k^{-1}s^{-1}b + k^{k^{-1}}s^{-1}T(s^{-1}b), k^{1}s^{-1}T(k^{k^{-1}}s^{-1}b), k^{1}s^{-1}T(k^{k^{-1}}s^{-1}b), k^{1}T(k^{k^{-1}}s^{-1}b)).
\]

**Corollary 3.4** \( \Sigma_s \) consists of \( F \times K' \times 0 \times 0 \) and \( \{(xN_s, x) \mid x \in F \times K'\} \) for \( s \in F \). If \( \ell = k/(k+1) \) then \( \Sigma_s \) and \( \Sigma_s' \) are equivalent but differ by an orthogonal transformation of the form \( 0 \times 0 \times 0 \times 0 \times 0 \times 0 \times 0 \times 0 \times 0 \times 0 \). 

**Proof:** The first statement was noted above. Let \( \ell' = \sqrt{k + 1} \), so \( \ell' = k^{-1} \). By (3.3),

\[
(\beta, b)N_s = (s^2b + k\ell sT(\beta b) + k\ell sT(T'(\beta b)) + k\ell sb, T'(\beta b))
\]

for all \( s \in F \), which is the same as (3.2) with \( k \) replaced by \( \ell \). Thus, the orthogonal transformation \( (\alpha, \alpha, \beta, \beta) \mapsto (\beta, b, a) \) produces the desired equivalence.

**Proposition 3.6**

(i) \( \{M_{s^2} \mid s \in F\} \) is not closed under addition.

(ii) \( \{M_{s^2} \mid 0 \neq s \in F\} \) is not closed under addition.

**Proof:** (i) Assume that this set is closed under addition. Let \( r, s, t \in F \) with \( M_r + M_s = M_t \). Since \( (0, a)M_r = (k^1a, 0) \), it follows that \( r + s = t \). By (3.2), for all \( \alpha \in F \),

\[
krT(\alpha) = k^{2r}T(k^{r}a) + k\ell sT(\alpha) + k^sT(\alpha) = k(r + s)^2T(r + s) + k^sT(\alpha),
\]

so that

\[
kT(\alpha) + k^{2r}T(k^{r}a) = k^rT(\alpha) + k^{2r}T(k^{r}a) + k\ell sT(\alpha),
\]

and hence \( T(\gamma) + T(\gamma') = T(\delta) + T(\delta') \) for all \( \gamma, \delta \in F \). When \( \gamma = 1 \) this states that \( T(1) = T(1) \) for all \( \gamma \in F \), which is ridiculous.

(ii) This follows from (i) and (3.5).

More generally:

**Proposition 3.7** No binary Kerdock set is closed under addition.

**Proof:** If a binary Kerdock set closed under addition, then the corresponding binary Kerdock code \( C \) also is closed under addition (cf. [6, §§5, 8]), and the weight distribution of the linear code \( F \) is uniquely determined. Then so is the weight distribution of the dual code \( C^\perp \). The latter weight distribution is that of a Preparata code [11, p. 466]. However, there is no linear code \( C^\perp \) having the weight distribution of a Preparata code [4, 7, 2].

**Theorem 3.8** (P. J. Cameron). If \( U \) is a subspace of the space of all skew-symmetric \( 2m \times 2m \) matrices over any finite field, and if all nonzero elements of \( U \) are nonsingular, then \( m \leq m \).
Proof: If \((a_{ij}) \in U\) then \(\text{det}(a_{ij}) = \text{Pf}(a_{ij})^2\), where \(\text{Pf}(a_{ij})\) is the Pfaffian of \((a_{ij})\) and is a polynomial of degree \(m\) in the \(a_{ij}\) [10, p. 373]. Let \(A_1, \ldots, A_d\) be a basis of \(U\). If \(A = \Sigma z_i A_i\), for scalars \(z_i\), then \(\text{Pf}(A) = f(z_1, \ldots, z_d)\) for a polynomial \(f\) of degree \(m\). By the Chevalley-Warning Theorem [10, p. 140], \(f\) has more than one zero if \(d > m\). \(\Box\)

4. Quasifields

In this section we will study a class of translation planes defined using a horrible-looking quasifield. In the next section we will see that these planes are exactly the same as some of those arising from the orthogonal spreads \(\Sigma^k\).

Let \(F, K, K' = GF(2), T\) and \(T'\) be as in Section 2. Choose \(k, k'\) and \(\Psi\) follows:

\[
k \in K - K', k' = 1 + \sqrt{k}; \quad \text{and} \quad \Psi \in F - K, T'(\Psi) = 1.
\]

(4.1)

Define the following binary operation \(\#\) on \(F:\)

\[
s \# t = B_{s, t} + T'(B_{s, t}) + T'(k^s t(\gamma + T'(\gamma) + J_{s, t}) + J_{s, t})
\]

(4.2)

where

\[
J_{s, t} := T'\left(\left(s^s \gamma + T'(\gamma) + k s t(\gamma + T'(\gamma)) + k^s t T'(\gamma)\right)\right)
\]

and

\[
B_{s, t} := s^s (\gamma + T'(\gamma) + J_{s, t}) + k s t (\gamma + T'(\gamma)) + J_{s, t}
\]

(4.3)

for all \(s, t \in F\). It is difficult to motivate these bizarre formulas: they are precisely what are needed in Section 7. However, recall that we are trying to prove Theorem 1.1, and hence the unpleasant appearance of (4.2, 4.3) may perhaps be forgiven. By (3.iii, 4.1),

\[
T'(\gamma + T'(\gamma)) = 0 \text{ and } T'(\gamma + T'(\gamma)) + J_{s, t} = T'(\gamma + T'(\gamma)) + J_{s, t}.
\]

(4.4)

Proposition 4.5

(i) \((F, \#)\) determines a translation plane as follows: the points are the elements of \(F \times F\), and the lines are the subsets with equations \(ax + by = m \# x + b\) for some \(a, m, b \in F\).

(ii) This plane has no nontrivial homologies with center \((0, 0)\).

In other words, these translation planes have kernel \(GF(2)\) [3, pp. 132–133].

Proof: (i) A second proof of this is implicit in the next section. The present proof is included both for completeness and because some parts of it will be needed later in this section. The binary operation \(\#\) is right distributive, so we only need to show that, for all distinct \(s, t \in F\), the map \(\gamma \mapsto s \# t \# t \# \gamma\) is bijective. In other words, we must show that

\[
T'(s^2 \Psi^2) + T'(k s \Psi \Psi T'(\Psi)) + T'(k s \Psi T'(s \Psi T'(\Psi))) + T'(k s \Psi T'(s \Psi T'(\Psi)))
\]

(4.6)

By (4.2), we are assuming that

\[
B_{s, t} + T'(B_{s, t}) + T'((k^s t(\gamma + T'(\gamma) + J_{s, t}) + J_{s, t})
\]

(4.7)

If we write

\[
\alpha := \gamma + T'(\gamma) + J_{s, t} \Psi, \quad \beta := \gamma + T'(\gamma) + J_{s, t} \Psi,
\]

then this becomes

\[
\beta + T'(\beta \Psi) + T'((k^s s \Psi) + T'(\Psi) + T'((k^s s \Psi T'(\Psi)))
\]

(4.8)

Multiply by \(\Psi\) and apply \(T'\) to

\[
T'(\beta \Psi) + T'(\beta \Psi) T'(\Psi) + T'((k^s s \Psi T'(\Psi)))
\]

(4.9)

Next, \(T'(\alpha) = J_{s, t}\), by (4.4, 4.7), so that by (4.7, 4.9) we have

\[
\alpha + T'(\alpha) \Psi = \gamma + T'(\gamma) + J_{s, t} \Psi
\]

(4.10)

By (4.3, 4.7),

\[
\beta = B_{s, t} = s^2 \alpha + k s T'(s \Psi) + k^s s T'(s \Psi T'(\Psi)) + k^s s T'(s \Psi T'(\Psi))
\]

(4.11)

By (3.iii, 4.4, 4.7), if \(\theta := \gamma + T'(\gamma) + J_{s, t}\Psi\) and

\[
T'(\beta \Psi) = T'(s^\theta \Psi) + T'(s^\theta \Psi J_{s, t}) + T'(k s \Psi T'(s \Psi T'(\Psi))) + T'(k s \Psi T'(s \Psi T'(\Psi)))
\]

(4.12)

since

\[
T'(s^2 \Psi^2) + T'(k s \Psi \Psi T'(\Psi)) + T'(k s \Psi T'(s \Psi T'(\Psi))) = T'(1 + k^s s^2) = 0.
\]

Again by (3.iii, 4.11),

\[
T'(s^2 \Psi^2) + T'(k s \Psi \Psi T'(\Psi)) + T'(k s \Psi T'(s \Psi T'(\Psi))) = T'(1 + k + k^2 s^2) = 0.
\]
(ii) We need two more consequences of definitions (4.2) and (4.3). By (3.11),
\[ J_{1, s} = T'(k^s s \Psi). \]
(4.13)
By (4.2),
\[ T'( (s \# 1) \Psi) = T'(B_{1, s} \Psi) + T'(B_{1, s} \Psi) T'(\Psi) + T'(k^s s J_{1, s} \Psi) T'(\Psi) = T'(k^s s \Psi) T'(k^s s \Psi) \]
so that, since \( k^s s = GF(2), \)
\[ T'( (s \# 1) \Psi) = T'(k^s s \Psi). \]
(4.14)
Next, we need a quasifield for the plane in (i). Define a new operation \( \circ \) on \( F \) by
\[ (x \# 1) \circ (1 \# y) = x \# y \]
for all \( x, y \in F. \)
(4.15)
Then \( (F, +, \circ) \) is a quasifield with identity element \( 1 \# 1. \) The kernel of this quasifield is contained in
\[ D := \{ z \in F \mid (x + y) \circ z = x \circ z + y \circ z \text{ for all } x, y \in F \}. \]
(3, p. 132).
[4.16]
Let \( x \mapsto \overline{x} \) denote the permutation of \( F \) defined by the equation
\[ x = \overline{x} \# 1. \]
(4.16)
By (4.14),
\[ T'(x \Psi) = T'(k^s s \overline{x} \Psi) \]
for all \( x \in F. \)
(4.17)
Moreover, \( x \circ (1 \# \gamma) = x \# \gamma \) by (4.15), and \( D \) consists of those elements \( 1 \# \gamma \) such that
\[ \overline{x} + y \# \gamma = \overline{x} \# \gamma + y \# \gamma \]
for all \( x, y \in F. \)
(4.18)
We will show that (4.18) implies that \( \gamma \in K^s \), and hence \( 1 \# \gamma \in \{ 0 \# 0, 1 \# 0 \} = \{ 0, 1 \# 1 \}, \)
so the kernel has size 2, as required in part (ii) of the proposition.
Since (4.18) asserts that \( x + y = x + y \) in case \( \gamma = 1 \) (cf. (4.16), (4.18) holds when \( \gamma \) is replaced by \( T'(\gamma) \)) and then by adding the two equations we find that
\[ \gamma = 0. \]
(4.19)
We may assume that \( T'(\gamma) = 0; \) we must show that \( \gamma = 0. \)
(4.19)
Let
\[ U := \{ s \in F \mid T'(k^s s \Psi) = 0 \}, \]
(4.20)
so that \( \dim_K U = \dim_K F - 1. \) If \( \overline{x} \in U \) then \( J_{1, 1} = 0 \) by (4.13), so that \( B_{1, s} = k^s s \overline{x} \)
by (4.3, 3.1i) and hence \( \overline{x} \# 1 = B_{1, s} + T'(B_{1, s} \Psi) \Psi = 0 \) \( k^s s + T'(k^s s \Psi) \)
by (4.2). Consequently, by (4.16, 4.20),
\[ x = \overline{x} \# 1 = k^s s \overline{x} \]
for all \( x \in U. \)
(4.21)
Equations (4.17) and (4.21) produce a significant simplification of (4.18): if \( \overline{x} \in U \) then
\[ T'(k^*\psi x + y) = T'((x + y)\psi) = T'(k^*\psi x) + T'(k^*\psi y) = 0 + 0 \]

by (4.17), which means that \( x + y \in U \) by (4.20), so that \( k^*x + y = x + y = k^*x + s^*y \)

by (4.21). Hence, if \( s = x \) and \( t = y \) then (4.18) implies that

\[ (s + t)\#\gamma = s\#\gamma + t\#\gamma \quad \text{for all } s, t \in U. \quad (4.22) \]

From now on, \( s \) and \( t \) will always denote elements of \( U \).

Next, by (4.3, 4.19, 4.20),

\[ J_{s,t} = T'(s^2\psi) + k^*T(s^2\psi) + k^*T(k^*\psi) \]

\[ = T'(s^2\psi) + T'(k^*T(s^2\psi)) + 0 + 0 \]

\[ B_{s,t} = s^2\psi + s^2J_{s,t} + k^*T(s^2\psi) + k^*T(k^*\psi) \]

\[ + k^*T(s^2\psi) + k^*T(k^*\psi) + 0 + 0. \quad (4.23) \]

By (4.20),

\[ T'(B_{s,t}) = T'(s^2\psi) + T'(s^2J_{s,t} + k^*T(s^2\psi)) \]

\[ + T'(k^*T(s^2\psi)) + 0 \]

\[ = T'(s^2\psi) + T'(s^2J_{s,t} + k^*T(s^2\psi)) \]

\[ + T'(k^*T(s^2\psi)) + 0 + 0. \]

By (3.11ii, 4.1, 4.20),

\[ T'(s^2\psi) + T'(k^*T(s^2\psi)) \]

\[ = T'(s^2\psi) + T'(k^*T(s^2\psi)) \]

\[ = T'(s^2\psi) - T'(k^*\psi) = 0, \]

so that \( T'(B_{s,t}) = T'(s^2\psi) + T'(k^*T(s^2\psi)) \). Then, by (4.2, 4.19, 4.20, 23),

\[ s\#\gamma = (s^2\gamma + s^2\gamma) + k^*T(s^2\psi) + k^*T(k^*\psi) \]

\[ + T'(s^2\psi) + T'(k^*T(s^2\psi)) + 0 + 0. \quad (4.24) \]

Three of the terms on the right side of (4.24) are visibly additive in \( s \). By (4.22),

\[ (s + t)^2\psi J_{s+t} + s^2\psi J_{s+t} + t^2\psi J_{s+t} + \]

\[ k^*(s + t)^2T(s + t) + k^*(s + t)^2T(s + t)J_{s+t} + \]

\[ k^*(s + t)^2T(k^*\psi) \]

\[ + k^*(s + t)^2T(k^*\psi)J_{s+t} + k^*(s + t)^2T(k^*\psi)J_{s+t} \]

\[ + T'(k^*(s + t)^2T(s + t) + 0 + 0 + 0 + 0 + 0. \]

This apparently uniquely identifies, for all \( s, t \in U \), an inclusion relationship of the form

\[ s^2\psi J_{s+t} + J_{s+t} + t^2\psi J_{s+t} + J_{s+t} \in K + k^*T + k^*T \]

By (4.20) and (2.1), \( |K \cap U| \geq \frac{1}{2}|K| > 2. \)

If we choose \( s, t \in K \cap U \) then (4.26) states that

\[ s^2\psi J_{s+t} + J_{s+t} + t^2\psi J_{s+t} + J_{s+t} \in K \]

(4.26)

By (4.20) and (2.1), \( |K \cap U| \geq \frac{1}{2}|K| > 2. \)
We now return to the proof of (4.5ii). In view of (4.28), (4.25) states that
\[
ksT(t_\gamma) + kT(s_\gamma) + k^*s_\gamma T'(k^*s_\gamma) + k^*T'(k^*s_\gamma) + T'(k^*\Psi T(t_\gamma)) = 0
\]
for all \(s, t \in U\). Then
\[
s\{kT(t_\gamma) + k^*T'(k^*s_\gamma)\} \in Kt + K.
\]
Let \(t \in U \setminus \{0\}\), and then choose any \(s \in U \setminus (Kt + K)\) (there is such an \(s\) by (2.1)) in order to deduce that
\[
kT(t_\gamma) = k^*T'(k^*s_\gamma) \quad \text{for all } t \in U. \tag{4.31}
\]
Again let \(t \in U \setminus \{0\}\). Since \(|U \cap Kt| \geq \frac{1}{2}|Kt| > 2\), there is some \(a \in K - K'\) such that \(at \in U\). By two applications of (4.31),
\[
T'(ka_\gamma) = (k^*ka_\gamma)T'(ka_\gamma) = (ka^*a_\gamma)T'(ka_\gamma) = a^*T'(ka_\gamma).
\]
Since \(a \notin K'\), it follows that \(T'(ka_\gamma) = 0 = T(t_\gamma)\) for all \(t \in U\). However, \(U\) has index 2 as a subgroup of \(K\), and hence is not a vector space over \(K\), so that \(F = KU\). Consequently, \(T(F_\gamma) = T(KU_\gamma) = Kt_\gamma = 0\), so that \(\gamma = 0\), as required in (4.19). This completes the proof of (4.5). \(\square\)

We need one additional equally dull computation:

**Lemma 4.32** If \(|F| > 2^{|K|}3^2\), then the affine plane in (4.5) has no nontrivial elation with axis \(x \neq 0\).

**Proof**: Suppose that there is such an elation. If the line \(y = 0\) is sent to the line \(y = a\hat{y}x\), then \(a \neq 0\) and \((x, \omega) \rightarrow (x, a\hat{y}x)\) for all \(x \in F\). Also, \((0, \omega) \rightarrow (0, \omega)\), so that \((x, \omega) \rightarrow (x, y + a\hat{y}x)\) for all \(x, y \in F\). Since the line \(y = m\hat{y}x\) must be sent to a line, it follows that \(m \neq x + a\hat{y}x = m'\) for a permutation \(m \rightarrow m'\) of \(F\). We will change notation slightly in order to conform to (4.2) and (4.3):

\[
s \neq \gamma, a \neq \gamma \neq s' \neq \gamma \quad \text{for all } s, \gamma \in F.
\]

From now on, choose \(\gamma\) so that \(T'(\gamma) = 0\). Then (4.2) and (4.3) imply that

\[
(k^*s_\gamma T'(ks_\gamma) + k^*\Psi J_\gamma + a^2\Psi J_{\gamma, a} + s^2\Psi J_{\gamma, a} + k^*T'(ks_\gamma + s^2\Psi J_{\gamma, a} + k^*T'(ks_\gamma + s^2\Psi J_{\gamma, a}) + k^*s_\gamma T'(ks^2_\gamma + J_{\gamma, a}k^*s^2_\gamma + k^*T'(ks^2_\gamma + J_{\gamma, a}k^*s^2_\gamma)) \tag{4.33}
\]

Then \((s + a)^2 s + \gamma = s^2 + s^2K' + s^2\Psi K' + ks + aK + s^2K + sK'\). The \(K'\)-subspace on the right has size \(\leq 2^{|K|}3^2\), and this is less than \(|F|/2\), by hypothesis. Since there are \(|F|/2\) choices for \(s\), it follows that \(s' = s + a\).

Now (4.33) states that
\[
s^2\Psi(J_{\gamma, a} + J_{\gamma, b} + s^2\Psi J_{\gamma, a} + k^*T'(ks_\gamma + s^2\Psi J_{\gamma, a} + k^*s_\gamma T'(ks_\gamma + s^2\Psi J_{\gamma, a})) + k^*s_\gamma T'(ks^2_\gamma + J_{\gamma, a}k^*s^2_\gamma + k^*T'(ks^2_\gamma + J_{\gamma, a}k^*s^2_\gamma)) + k^*s_\gamma T'(ks^2_\gamma + J_{\gamma, a}k^*s^2_\gamma + k^*T'(ks^2_\gamma + J_{\gamma, a}k^*s^2_\gamma)) \in K'.
\]

This can be viewed as a polynomial equation in \(s\) of the form \(a_2s^2 + a_1s + a_0\). If \(a_2 = 0\) and \(a_1s + a_0 = 0\), then \(a_1b_0 = 0\) and \(a_0b_1 = K\). There are at most \(|F|/2\) solutions of this form, and each has at most 2 roots. Since \(|F| > 2^{|K|}3^2\), by hypothesis, there is an element \(s\) of \(F\) that satisfies no nonzero equation of this sort, and hence such that \(J_{\gamma, a} + J_{\gamma, b} = 0\) and \(k^*T'(ks_\gamma + s^2\Psi J_{\gamma, a} + k^*s_\gamma T'(ks_\gamma + s^2\Psi J_{\gamma, a})) + k^*s_\gamma T'(ks^2_\gamma + J_{\gamma, a}k^*s^2_\gamma + k^*T'(ks^2_\gamma + J_{\gamma, a}k^*s^2_\gamma)) = 0\) whenever \(T'(\gamma) = 0\). In particular, \(s^2\Psi J_{\gamma, a} + s^2\Psi J_{\gamma, b} = 0\), and hence

\[
T'(s^2\Psi J_{\gamma, a} + s^2\Psi J_{\gamma, b}) = 0 \quad \text{whenever } T'(\gamma) = 0.
\]

The right side of (4.34) lies in the \(K'\)-space \(T'(s^2\Psi J_{\gamma, a} + s^2\Psi J_{\gamma, b})\) of size at most 4, while the left side ranges over a \(K\)-subspace of \(F\). It follows that \(T'(\gamma) = 0\) whenever \(T'(\gamma) = 0\). Then a hyperplane of the \(K'\)-space \(F\) is contained in a hyperplane of the \(K\)-space \(F\), which is ridiculous. \(\square\)

**Remark**: The restriction on \(|F|\) in (4.32) is unfortunate and unnecessary: it can be removed, but at the expense of a great deal more computation which we omit.

5. **Identification**

Now we consider some of the planes \(A(\Sigma^2,\Psi,0,1,0)\) arising in Example 4 of Section 2. Choose \(k\) and \(\Psi\) as in (4.1). The point \(y = (\Psi, 0, 1, 0)\) of \(V\) is nonsingular: \(Q^2(\Psi, 0, 1, 0) = 1\).

**Lemma 5.1** \(A(\Sigma^2,\Psi,0,1,0)\) is one of the planes in (4.5), and hence has kernel \(K' = GF(2)\).

**Proof**: By (2.6), \(y^2\) consists of the vectors \((a, b, a, b)\) such that \(T'(a) = T'(b)\). Define a linear transformation \(\pi : y^2 / y \rightarrow K \times x^2 K\):

\[
\pi : (a, a, b, b) \rightarrow (a + T'(a)\Psi + a, b + T'(b)\Psi + b);
\]

this is well-defined since, for all \(k \in K'\),

\[
(a + k^2) + T'(\alpha + k^2)\Psi = a + k\Psi + T'(\alpha)\Psi + kT'(\Psi)\Psi = a + T'(\alpha)\Psi
\]
\[(\beta + k) + T'((\beta + k) \Psi) = \beta + k + T'(\beta \Psi) + kT'(\Psi) = \beta + T'(\beta \Psi).\]

We claim that \(\pi\) is a bijection. For this it suffices to show that its kernel is 0, so suppose that \((\alpha, a, \beta, b, y, y') = 0\). Then \(\beta = -T'(\beta \Psi) + b \in K'\), so that \((\alpha, a, \beta, b, y, y') = 0\) and \(\alpha = a = 0\). It follows that \(\alpha = T'(\alpha + a) = 0\) and hence that \(\alpha = 0\), which proves the claim.

Thus, by (2.7), \(A(\Sigma^k_\alpha; \mathbb{K}, 0, 1, 0)\) consists of the following n-dimensional subspaces of \(F \times F\):

\[
\begin{align*}
0 \times F, \quad &\text{and, for } s \in F, \\
\{ &\alpha + T'(\alpha) \Psi + \alpha, \beta + T'(\beta \Psi) + T'(k^* \sigma a) \mid \alpha \in F, a \in K', \\
&\quad T'(\beta \Psi) = T'(\alpha) \}.
\end{align*}
\]

(5.2)

where \(\beta := s^2 \alpha + k \sigma T'(\sigma a) + k^* s T'(k^* \sigma a) + k^* s a\) depends on \(\sigma, \alpha, a\) and \(\alpha\).

In order to identify these subspaces, we will construct a subspace of each of the second type of subspace \((\Sigma^k_\alpha; \mathbb{K}, 0, 1, 0)\) that has \(K'\)-dimension equal to that of \(F\). Fix \(s, \gamma \in F\), and define elements of \(F\) as follows:

\[
\theta := \gamma + T'(\gamma), \quad \alpha := \gamma + T'(\gamma) \quad \text{and} \quad \alpha := \theta + J_{\gamma, \psi} \psi
\]

in the notation of (4.3). By (3.1ii), \(T'(\alpha) = T'(\gamma) + T'(T'(\gamma)) + J_{\gamma, \psi} T'(\psi) = J_{\gamma, \psi}\). If we define \(\beta = s^2 \alpha + k \sigma T'(\sigma a) + k^* s T'(k^* \sigma a) + k^* s a\) as above then \(\beta = B_{\gamma, \psi}\) in the notation of (4.3), and then the exact same calculation as that following (3.11) yields \(T'(\beta) = J_{\gamma, \psi} + T'(\alpha)\). Moreover,

\[
\begin{align*}
\alpha + T'(\alpha) &+ \alpha = \theta + J_{\gamma, \psi} \psi + T'(\alpha) + T'(\gamma) = \gamma \\
\beta + T'(\beta) &+ T'(k^* \sigma a) = \beta + T'(\beta) + T'(k^* \sigma [\theta + J_{\gamma, \psi} \psi]) = s \# \gamma
\end{align*}
\]

by (4.2). Then, for each \(s \in F\), we have

\[
\{ \alpha + T'(\alpha) \Psi + \alpha, \beta + T'(\beta \Psi) + T'(k^* \sigma a) \mid \alpha \in F, a \in F \text{ with } T'(\beta \Psi) = T'(\alpha) \} \supseteq \{ (\gamma, \# \gamma) \mid \gamma \in F \}.
\]

The preceding two subspaces of \(F \times F\) have the same \(K'\)-dimension and hence coincide. Thus, (5.2) is the set of lines through \((0, 0)\) of the plane appearing in (4.5).

\[
\square
\]

6. Groups

We now return to the study of the orthogonal spaces \(\Sigma^k\) appearing in Example 3 of Section 2. In this section we will determine the group \(G(\Sigma^k_\alpha)\). Since \(V\) is a vector space over \(K' = GF(2)\), in (2.2ii) we have \(a = 1\) and \(\tau = 1\); moreover, we can identify a point with

\[
G(\Sigma^k_\alpha) = G(K^c)_{W X} \quad \text{isomorphic to a subgroup of} \quad \mathbb{K} \rtimes \text{Aut}\mathbb{K} \quad \text{and has odd order,}
\]

(6.1)

where \(W\) is one member of \(\{ F \times K' \times 0 \times 0 \times 0 \} \times F \times K'\) and \(X\) is the other one. In particular, \(G(\Sigma^k_\alpha)\) has no element interchanging \(W\) and \(X\). Write \(|F| = 2^n\), so that \(\dim V = 2n + 2\).

Theorem 6.2

\(\# F > 2^n|K|^3\), then \(G(\Sigma^k_\alpha) = G(K^c)_{W X} \leq A \rtimes \text{Aut}\mathbb{K} \).

Proof: Write \(G = G(\Sigma^k_\alpha), z = w + x \in w \cap W'\) with \(w \in W, x \in X, W' = W \cap X\). Then \(w \notin W'\) since \(0 \neq Q^{\sigma}(z) = (w, a) - (w, a) + (w, a).\) Similarly, \(x \notin X\).

Moreover, \(W', X, w, x\) are fixed by \(A\), and 4 cyclically permutes the \(2^n - 1\) points of \((w, x)\) as well as the \(2^n - 1\) points of \(W - W'\) (and the points \(x \neq x'\).)

(6.2)

The next three lemmas gradually restrict \(G\).

Lemma 6.3

\(G_W = G_x\) and \(z\) is the unique nonsingular point fixed by \(G_W X\).

Proof: Assume that \(G_W X\) moves \(z\). Then it moves \(w\) or \(x\), and we may assume that it moves \(w\). The known orbits of the subgroup \(A\) of \(G_W\) and \(G_W X\) show that \(G_W\) fixes only one nonsingular point, and also that the orbit \(O := w G_W X\) of \(G_W X\) is one of the following subsets of \(W\): (i) \(w\) together with the points of \(W'\); (ii) all points of \(W - W'\); or (iii) all points of \(W\).

(i) This is impossible since \(W'\) would be the only subspace of its size inside \(O\).

(ii) Here \(G_W X\) is 2-transitive on the set \(W - W'\) of size \(2^n\). Moreover, \(G_W X\) fixes \(w\) and hence fixes \(w W' \cap X = x\). Then the stabilizer \((G_W X)_w\) is \(G_W X = (G_W X)_w\), the point \(w\) fixes \(z\) and hence is a group of odd order having a cyclic normal subgroup \(A \cong F^n\) of composite order that is transitive on \(O \setminus \{w\}\). By (1), it follows that the group induced by \(G_W X\) on \(W - W'\) has an elementary abelian regular normal subgroup. Also, since \((G_W X)_w\) fixes \(z\) we can use the known behavior of \(G_W X\) (cf. (2.4, 2.8)) in order to conclude that \(G_W X\) acts faithfully on \(W - W'\) and hence on \(W\). Thus, \(G_W X\) has an elementary abelian normal subgroup \(E\) of order \(2^n\), and \(A\) acts transitively on \(E\) and \(\{e\}\) by \((1, 4, 1, 2)\), and \(E\) is the stabilizer of \(z\). Since \(E\) also acts on \(\Sigma^k - \{W, X\}\) and \(E\) fixes a member of this set, \(E\) must act trivially: \(E\) fixes each member of \(\Sigma^k\). If \(1 \neq e \in E\) then \(e\) is an involution, so that \(\dim C_V(e) \geq \dim Y/2 = n + 1/2\) for each of the \(2^n + 1\) members \(Y\) of \(Y\). Then \(\dim C_V(e) = n + 1\), so that \(C_V(e)\) contains at least two nonsingular points \(y\). It follows that \(e\) induces a collineation of \(A(\Sigma^k_\alpha)\) that fixes \(0\) while acting trivially on the line \((\Sigma^k_\alpha)_y\) at infinity, and hence induces the identity on this plane of even order. Then \(e\) is a transvection of \(V\) with center \(y\) for at least two choices of \(y\), which is ridiculous.

(iii) Since \(A\) is transitive on the lines of \(W\) through \(w\), \(G_W X\) is line-transitive on \(W\). By [5], it follows that \(G_W X\) is 2-transitive on \(W\). Then \((G_W X)_w = G_W X\) is transitive on
Lemma 6.4  \( G \) fixes \( W \) or \( X \).

Proof: First assume that some element \( g \in G \) interchanges \( W \) and \( X \). Then \( g \) normalizes \( G_{W,X} \) and hence fixes the unique nonsingular point \( z \) fixed by \( G_{W,X} \) (cf. (6.3)). This contradicts (6.1) since \( G_{1} \) fixes \( X \) and \( W \).

Thus, \( G \) moves \( \{ W, X \} \). Since \( A \) is transitive on \( \Sigma^{k} \setminus \{ W, X \} \), it follows that \( G \) is 2-transitive on \( \Sigma^{k} \), which contradicts the preceding paragraph.

Lemma 6.5  \( W \) and \( X \).

Proof: Suppose that \( G \) fixes \( W \) and moves \( X \). By (3.3) and (3.4), if \( t = k/(k+1) \) then \( \Sigma^{t} \) is orthogonally equivalent to \( \Sigma^{k} \) by an orthogonal transformation interchanging \( W \) and \( X \). Hence, we can replace \( k \) by \( t \) if necessary in order to have \( W = 0 \times 0 \times F \times K^{t} \). Then \( w_{0} = (0, 0, 0, 1) \).

The transitivity of \( A \) on \( \Sigma^{k} \setminus \{ W, X \} \) implies that \( G \) is 2-transitive on \( \Sigma^{k} \setminus \{ W \} \). Since \( G \) is faithful on \( \Sigma^{k} \) (by (6.3) and (6.1)), and since the stabilizer of \( X \) has odd order, we can again apply [1] in order to conclude that \( G \) has an elementary abelian normal subgroup \( E \) that is regular on \( \Sigma^{k} \setminus \{ W \} \).

Case 1  \( E = 1 \) on \( W \). In the notation introduced following (3.1), \( E \) consists of matrices of the form \( (1_{M}) \) with \( M \) skew-symmetric. The set \( X \) of these matrices \( M \) is closed under addition, since \( E \) is a group. This contradicts (3.6) or (3.7), or (3.8).

Case 2  \( E \) fixes some point of \( W' \), while \( A \) is transitive on the points of \( W' \), so that \( E = 1 \) on \( W' \). If \( 1 \neq e \in E \) then \( e \) fixes only one member \( W_{w} \) of \( \Sigma^{n} \), and hence fixes no singular point outside of \( W \).

Since \( e \) is an involution, \( \dim C_{W}(e) \geq n+1 \), and \( C_{W}(e) \neq W \) by Case 1. Thus, \( C_{W}(e) \) contains a nonsingular point. Since all singular points in \( C_{W}(e) \) lie in the totally singular subspace \( W_{w} \), the radical of \( C_{W}(e) \) must contain \( W_{w} \). Consequently \( C_{W}(e)/W_{w} \) contains the unique nonsingular point \( (W_{w}, z) \) of \( W_{w} \), so that \( e \) lies in \( G_{W_{w}} \). This contradicts the fact that \( G_{W_{w}} \) has odd order, by (6.1).

Case 3  \( E \) moves \( W' \). Since \( E \) fixes some point of \( W \), and \( A \) acts on the set \( S \) of such fixed points, \( S \) is a union of orbits of \( A \). By Case 2, \( S \) is not contained in \( W' \). If \( S \) contains a point \( w \neq w \) of \( W = W' \) then it contains a spanning subset of \( W \), whereas \( E \) is nontrivial on \( W \). Thus, \( S = \{ w \} \). Now \( E \) fixes some hyperplane on \( w \), while \( A \) is transitive on the hyperplanes on \( w \), so that \( E \) fixes every hyperplane on \( w \). Consequently, \( E \) induces on \( W \\
the group of all elations with center \( w \).

If \( 1 \neq e \in E \) then \( e \) induces an elation of \( W \) whose axis \( C_{W}(e) \) contains \( w \). As in Case 2, \( C_{W}(e) \) must contain a nonsingular point in \( C_{W}(e) \). If \( T(\Psi) = 1 \) then the point \( y = (\Psi, 0, 1, 0) \) is perpendicular to \( w = (0, 0, 0, 1) \) by (2.6). In view of the transitivity of \( A \) on the hyperplanes of \( W \) we can conjugate \( e \) by an element of \( A \) in order to assume that \( C_{W}(e) = (y \cap W, y)/y \). Then \( e \) acts on \( A((\Sigma^{k}), y) \) as an elation with axis \( (y \cap W, y)/y \). This contradicts (4.32).

Completion of the proof of (6.2) By (6.3) and (6.5), \( G = G_{2} \). Now use (6.1).

Theorem 6.6  Suppose that \( n = ab > 9 \) for odd integers \( a, b > 1 \).

(i) If \( n > 5 + 3b \) then there are at least \( (2^{b} - 2)/2n \) pairwise inequivalent orthogonal spreads \( \Sigma^{k} \) in an \( \Omega^{k}(2n, 2n) \)-space.

(ii) If \( n \) is neither 27 nor the product of 3 and a prime, then there are at least \( (2^{2} - 2)/2n \) such spreads.

Proof: (i) Let \( k, t \in K - K' \), and suppose that \( \Sigma^{k} \) and \( \Sigma^{l} \) are equivalent by an orthogonal transformation \( g \) of \( V \). By (6.2), \( z \) is the only nonsingular point fixed by \( G(\Sigma^{k}) \), and \( g \) sends \( z \) to the nonsingular point \( z \) fixed by \( G(\Sigma^{l}) \). Then \( g \) sends \( A((\Sigma^{k}, z)) \) to \( A((\Sigma^{l}, z)) \).

In the notation of Examples 1 and 2 of Section 2, \( (\Sigma^{k}), z = S_{w} \). By (2.2), \( g \) lifts to an isometry \( g' \) of \( F \times K \times F \times K \) fixing \( \Sigma \) and sending \( y_{w} \) to \( y_{w} \). Then \( g' \) conjugates \( G(\Sigma)_{y_{w}} \) to \( G(\Sigma_{y_{w}}) \), and hence normalizes the group \( C \) consisting of the transformations \( y_{w} \) defined in (2.4).

By (6), \( (\Sigma \cong PTL(2, 2n) \), so that \( |N_{G}(G_{2}))/C(\Sigma)\) | = 2n(C). Since \( C \) fixes \( y_{w} \), it follows that \( y_{w} \) has at most 2n images under \( \Sigma(\Sigma)/C(\Sigma) \). There are \( |K| - 2 \) choices for \( k \) in \( K - K' \), so this proves (i).

Let \( \alpha \) be the smallest factor of \( n \) greater than 3, let \( K = GF(2^{\alpha}) \), and observe that \( n = ab > 5 + 3b \) and \( 2^{\alpha} \geq 2^{\alpha} \).

7. Proof of Theorem 1.1

Let \( F = GF(2^{\alpha}) \) with \( n \) odd, composite and \( n > 9 \). Then there is always a choice for a factor \( m \) of \( n \) such that the subfield \( K = GF(2^{m}) \) of \( F \) behaves as in (2.1) and (6.2). Fix such a choice of \( m \).

Let \( k \in K - K' \). We will use the planes \( A((\Sigma^{k}, y_{w}, 0, 1)) \) arising in Example 4 of Section 2, with \( y_{w} \) restricted as follows.

The number \( N \) of generators of \( F \) satisfies

\[
2^{\alpha} - N \leq 1 + \sum_{n \neq 2}(2^{2} - 1) < 2^{1 + n/3}.
\]
If \( \Psi \) is a generator then so is \( \Psi + 1 \), and either \( T'(\Psi) = 1 \) or \( T'(\Psi + 1) = 1 \). Thus, \( N/2 \) of the generators \( \Psi \) satisfy \( T'(\Psi) = 1 \); and these are the elements \( \Psi \) we will use in order to obtain the planes \( A((\Sigma^k)(\Psi, 0, 1, 0)) \).

As in Section 6, let \( z = (0, 1, 0, 1) \) and \( \{X, Z\} = \{F \times K' \times 0 \times 0, 0 \times 0 \times F \times K'\} \). As in Section 5, let \( y = (\Psi, 0, 1, 0) \). By (2.8), \( G((\Sigma^k)y) = 1 \) since no nontrivial element of \( \text{Aut} F \) fixes the generator \( \Psi \). Then \( G((\Sigma^k)y) = 1 \) by (6.2).

By (2.21), every collineation of \( A((\Sigma^k)y) \) induces the identity on the line at infinity. By (5.1) and (4.8), the kernel of this plane is \( GF(2) \), so every collineation of \( A((\Sigma^k)y) \) must be a translation. This proves the main part of (1.1).

In order to count the number of planes obtained in this manner, recall from (6.2) that different choices of \( \Psi, \Psi' \) can yield isomorphic planes only if there is an element of \( G((\Sigma^k)y) = G((\Sigma^k)) \text{, sending } (\Psi, 0, 1, 0) \text{ to } (\Psi', 0, 1, 0) \). By (6.1) this occurs only if \( \Psi \in \Psi \text{Aut} F \). Thus, each choice of \( k \) produces at least \( (N/2)/n \) different planes behaving as required in (1.1).

While this already proves that we have constructed many nonisomorphic planes, (6.6) provides a slightly improved lower bound on their number. Namely, while different choices of \( k \in K' \) can produce orthogonally equivalent spreads \( \Sigma^k \) by (2.2) and (6.6) the total number of different planes obtained is at least \( \left\lfloor \frac{N/2n}{(K-2)/n} \right\rfloor \).

Now assume that \( n \) is neither 27 nor the product of 3 and a prime. Then we may assume that \( K \) has been chosen so that \( |K| \geq 2^{7n} \) in addition to the condition in (6.2). By (7.1), we have obtained more than \( (2^n-2^{n/3})(K-2)/n^3 > 2^n\sqrt{n-2}/n^3 \) planes. This completes the proof of (1.1).

The number of planes is as stated in Theorem 1.1 even when the additional restriction on \( n \) is dropped, but then the analogue of (6.2) is significantly messier to prove.

The proof of the theorem begins an obvious question: Are there orthogonal spreads \( \Sigma \) such that \( G(\Sigma) = 1? \) The answer undoubtedly is "Yes, and in great numbers." It is likely that such spreads can be constructed by another iteration of the field change method seen in Examples 2 and 3 (cf. [7, Section 2]). However, proving that \( G(\Sigma) = 1 \) would require new ideas.
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