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The saturation behavior of partially
frozen soils is affected by pore geom-
etry, wetting interactions, and the
colligative effects of solutes. The
wetting interactions between pore
ice and the sediment matrix also pro-
duce the net thermomolecular force
that causes frost heave. For illustra-
tion, the saturation behavior and
thermomolecular force are quanti-
fied using a simple, two-dimensional,
model porous medium in a series of
Monte Carlo simulations.
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Hydromechanical Processes
in Freezing Soils

The study of freezing in soils has benefited immensely from analogies with physical pro-
cesses that take place within the unsaturated zone. The surface energies and wetting
interactions that produce differences in pressure between the pore-filling phases cause
a qualitatively similar saturation dependence on geometrical characteristics, such as the
pore size distribution. The ability of solid ice surfaces to support shear tractions contrasts
with the fluidity of air, however, and the limited need for transport on solidification is nota-
bly different from the wholesale displacement of gas and liquid volumes that is necessary
to change saturation levels in the vadose zone. This brief review outlines the main points
of common ground and some of the essential differences that separate partially frozen and
unsaturated soils. Particular attention is paid to an illustration of the ice and liquid satura-
tion behavior in a two-dimensional model porous medium, both in a pure water system
and with solutes present at a specified (bulk) concentration relative to the total mass of
pore constituents. A derivation is developed for the net thermomolecular force exerted by
sediment particles on an ice lens, and the model soil parameters are used to examine how
the colligative effects of impurities modify the loads that can be supported in this way. The
focus of this study is on describing and quantifying the physical interactions that underlie
the vast range of hydro-mechanical processes in freezing soils.

When sediments chat contain liquid water are cooled below freczing, the dynamics
of solidification give rise to a wide range of interesting and peculiar phenomena. Arrays of
vertically oriented crystals, known as needle ice, grow at the ground surface and delicately
support pebbles and small clods of soil (Lawler, 1988). Rocks in fields and artifacts at arche-
ological sites are pushed upward, past the surrounding fine-grained material (Anderson,
1988). Under the more hostile conditions found in polar regions and even on the surface
of Mars, semi-regular polygons of raised and lowered earth form patterned ground (e.g.,
Hallet, 1990; Peterson and Krantz, 2008; Mangold et al., 2004). Infrastructure costs
mount from the cracks and potholes that develop in road surfaces and damage to build-
ing foundations by frost heave that results when macroscopic ice lenses grow by drawing
water up from below (e.g., Andersland and Ladanyi, 2004). The very same physical interac-
tions determine the basal geometry and depth of “freeze-on” beneath soft-bedded glaciers
(Rempel, 2008), which in this sense mighe be thought of as the most spectacular ice lenses
on our planet. All of this behavior is traced to slight modifications in the equilibrium phase
behavior that are induced by characteristics of the soil and its interactions with liquid water
and solid ice (e.g., Dash, 1989; Dash et al., 2006).

Historical Notes
Early investigators of needle ice recognized that the volumetric expansion associated with

the density difference between liquid water and ice is inadeqnate to Explain these tran-
sient features (Abbe, 1905; Le Conte, 1850). Instead, as Le Conte (1850, p. 34) observed,

“even on those portions of the soil, where the phenomenon does not manifest itself ... the

amount of moisture found at the surface of the ground affer a thaw, is vastly greater than
was present before congelation took place.” A comprehensive field and laboratory study of
sediments that are susceptible to frost heave and the accumulation of such excess moisture
led Beskow (1991) to argue that capillary interactions probably play a role. Experiments by
Taber (1929, 1930) highlighted the importance of thin liquid films for transport between
growing ice crystals and the host sediment particles. Taber also demonstrated convinc-
ingly that the volume increase on freezing a fixed water mass is of minimal importance by
showing that similar lensing phenomena occur in substances (benzene and nitrobenzene)

that contract on freezing.




Throughout the early and mid-20th century, expanding economic
and cold-war interest in the arctic intensified research efforts, many
of which were summarized by Black (1991). Gilpin (1980) presented
one of the first reasonably complete mathematical models to appear
in the western literature describing the supply ofliquid to growing
ice lenses through a partially frozen “soil” comprised of stacked uni-
form spheres; inside the pore space, small amounts of residual liquid
remain in equilibrium with ice because ofwetting interactions at
particle surfaces and the effects of surface energy, which depress the
melting temperature where the ice—liquid interface is highly curved.
Considering these same physical ingredients and building on earlier
work (Miller, 1978; Miller and Koslow, 1980), O’Neill and Miller
(1985) developed a continuum description of frost heave that uses
empirical parameterizations for the dependence of ice saturation and
permeability on temperature in a partially frozen fringe through
which liquid flows to supply the active lens until a new lens initiates

and begins to grow.

Advances in the theory of premelting have provided new insights into
the physical mechanisms that underlie frost heave and related phe-
nomena (e.g., Dash, 1989; Dash et al., 2006). Prme[ting is the term
used to describe the presence of a liquid-like phase in equilibrium with
the solid phase below the normal bulk melting temperature, which is
the temperature that would pertain in a system with the pure solid
and liquid in contact along aplanar interface thatis outside the range
of intermolecular interactions with any other substance (i.e., 0°C for
ice and water at atmospheric pressure). Experiments by Wilen and
Dash (1995) showed that, despite the fact that surface-energy effects
are responsible for most of the liquid contained in partially frozen
soils across a substantial and relevant temperature range (see below),
liquid transport has a different physical origin from the capillary rise
that occurs in the unsaturated zone. Instead, the net thermomolecu-
Iar force that opposes gravity to enable frost heave and cause liquid
flow is due solely to the intermolecular forces that give rise to the thin
premelted films that wet the interface between soil particles and ice
(Rempel et al., 2001). This insight has since been incorporated within
continuum treatments that account for the thermomolecular force
by rigorously coupling ice saturation to the force balance conditions
that control both lens initiation and subsequent growth (e.g., Rempel
etal,, 2004). An alternative mechanism for ice-lens initiation that
was recently proposed also relies on the thermomolecular force that
acts berween the ice and mineral particles and highlights the impor-
tance of inhomogeneities in the pore-size distribution. Surface-energy
effects dicrate that ice is able to form in the largest pores first, and
subsequently the thermomolecular force can produce a new lens by
enabling ice growth to propagate a crack, without requiring that a
preexisting frozen fringe connect it to an overlying lens, as previous
models had assumed (Style etal., 2011). Indeed, the dominant cause of
frost damage to cohesive materials in many natural and laboratory set-
tings can also be traced to premelted liquid transport that supplies ice
growth to propagate cracks (e.g., Hallet, 2006; Murton et al., 2006).
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Overview

The physical interactions that control the behavior of ice and iiquid

water in partially frozen soils have much in common with the physi-
cal interactions that control the behavior of air and liquid water in

the unsaturated zone. In both cases, the surface energy of the inter-
face berween the two phases and the wetting characteristics of the

soil particles modify the conditions for equilibrium and produce a

pressure difference across the phase boundary. In partially frozen

soils, this pressure difference is directly proportional to the temper-
ature depression, or #rdercooling, below the normal bulk melting
point. The next section, on equilibrium phase behavior, describes

efforts to account for the dependence of saturation on undercool-
ingin soils with different geometrical and surface characteristics. A
subsection on ice saturation in a two-dimensional porous medium

describes Monte Carlo simulations used to calculate the liquid

saturation and illustrate these controls, as well as the importance

of colligative effects when dissolved impurities are present. In the

unsaturated zone, the low viscosity and density of air in compari-
son with liquid water ensure that the air pressure is nearly uniform

throughout and equal to atmospheric levels. The situation in par-
tially frozen soils is quite different because liquid is much more

readily deformed than solid ice. Pressure gradients can persist within
the ice and this affects the manner in which liquid is transported.
The controls on liquid flow and some of the implications for dynamic
processes are discussed in a separate major section on premelting

dynamics, again using the simple model soil as a reference case.

This review focuses on aspects of the physics of freezing in soils that
share similarities with behavior in the unsaturated zone but also
some notable differences. Although the scope of the discussion is
necessarily limited, the intention is to summarize enough of the
background physics to provide an entry into some of the more

interesting challenges that remain topics of active research.

Equilibrium Phase Behavior

The partitioning of pore volume between liquid water and ice
has been the subject of numerous experimental investigations, in
large part motivated by geotechnical considerations including the
influence on heat low, liquid transport, and ground deformation
(e.g., Andersland and Ladanyi, 2004). When a saturated soil is
cooled, ice first reaches equilibrium with the surrounding pore
liquid once the temperature, 7, drops lower than the normal bulk
melting temperature, 7;1 (i.e,0°Cat atmospheric pressure for pure
water; changes in 1. with pressure are described by the Clausius—
Clapeyron relation) to achieve a finite undercooling AT, =T, - T.
Field and laboratory measurements have confirmed that A7} scales
with the typical pore size, as expected from the way in which the
ice—liquid surface energy, y;p» influences the equilibrium behavior.
With geometrical restrictions permitting the principal radii of

curvature of the largest ice grains to reach the pore radius RP’ the




Gibbs-Thomson effect predicts that ATf =~ ZYilTin/PiLRp’ where
Pi is the ice density and L is the latent heat of fusion.

The surface energy of the ice-liquid interface is clearly important
for determining the geometry (i.e., curvature) of the phase bound-
ary, but the wetting interactions that promote the coexistence of
the premelted liquid films chat separate the ice and soil particle
surfaces arise from intermolecular interactions among all three
components. Gilpin (1979) assumed a simple power-law relation-
ship between film thickness 4 and undercooling AT =7, - T.
While the decrease in 4 as AT increases can be much more com-
plicated, derailed treatments (e.g., Israelachvili, 1992; Werttlaufer,
1999) have revealed circumstances in which either a power-law or
an exponential relationship does give a reasonable approximation.
For example, in the common situation where mineral particles
have charged surfaces that cause ordering among a dilute con-
centration of cations and anions in the liquid film, a net entropic
repulsion develops between the ice and the mineral particles with
the strength of the “disjoining” pressure IT= Pyexp[(N, — )/ ],
where the decay distance >‘d is identified with the Debye length
(e.g. Israelachvili, 1992) and ) is the film thickness at which IT=
P, areference pressure. In circumstances where such “double-layer
forces” are less important, induced dipole interactions can lead
toll = PO()\O/d)B; similar expressions with different exponents
are more appropriate in other cases (e.g., Wettlaufer et al., 1996).
Irrespective of the molecular-scale origins and functional form of
P(d), the relationship to the equilibrium undercooling against a
planar interface gives AT = TmH(d)/piL. In the more general case,
where the mean curvature k of the ice-liquid interface is non-zero,

the combination of effects implies that (e.g., Rempel et al., 2001)

AT
DsLT_“"fil"H‘H(d) [1]

m

In principle, dand K give sufficient geometrical information to
describe the equilibrium shape of any ice—liquid phase boundary,
with Eq. [1] describing their dependence on AT. In the simple
example where spherical ice grains have k = Z/RP and d is large
enough that T1(d) << K, ice and liquid first coexist at equilib-
rium with AT = ATF. As AT increases further (e.g., as Tdrops),
Eq. [1] continues to describe how K increases and 4 shrinks to

enable the saturation level of ice within the pore space Si to rise.

Inferring Ice Saturation Behavior

from Drying Behavior

By equating the chemical potentials in the two phases, it is easy to
show that the temperature offset from bulk equilibrium conditions,
AT; also implies a pressure difference berween the solid ice P, and
the liquid water P}, such that PP = piLA 71, (e.g., Dash et al,,
2006). The coefficient p, L/T, = 1.1 MPa/°C, so the undercooling
need not be very high to generate a reasonably large magnitude of
P, — P\. A nearly identical relationship to Eq. [1] can be used to

describe the “matric potential,” or the pressure difference berween

the vapor P, and liquid P, phases in unsaturated media so that (e.g,,
Or and Tuller, 1999; Rasc6n and Parry, 2000)

Pv _Plz’\iviﬁ‘-}_l—‘[v (d) [2]

where ~y; is the surface energy (or surface tension) of the vapor—
liquid interface and the subscript v in the second term on the right
is used to emphasize that the important wetting interactions for
this case involve intermolecular forces between the substrate,
liquid, and vapor molecules. The close analogy between partially
frozen and partially vapor-saturated media suggests the poten-
tial to infer the ice saturation, S,asa function of undercooling
based on measurements of the vapor saturation, S,asa funcrion
of P, — P|in the same soil. At sufficiently low interphase pressure
differences, most of the liquid volume is present because of surface-
energy effects (i.c., in locations where the second terms on the right
side of both Eq. [1] and [2] are negligible), so the ratio ~ j/~,; = 2.2
can be used to scale the results of unsaturated experiments and
apply them to the partially frozen case (see discussions by O’Neill,
1983; O'Neill and Miller, 1985). At larger P, — Py (or P, — P)),
however, the films coating sediment particles contain an increas-
ing proportion of the remaining liquid volume (discussed further
below). The differences between the strengths and nature of the
dominant wetting interactions that are embodied in the functions
[1(d) and I1 (d) are difficult to quantify, implying that unsaturated
experiments on their own are less reliable for predicting saturation
levels in partially frozen soils at high AT, as illustrated by the cal-
culations for a two-dimensional model porous medium below. By
combining measurements of specific surface area with the results
from unsaturated experiments, the dependence of film thickness
on P — P, can be inferred and scaled separately in systems where
the interfacial premelting behavior is understood, but such a strac-

egy has not seen wide use.

Ice Saturation Calculations in Idealized Systems

If enough is known about the surface properties, shapes, and packing
arrangement ofparticles that form a porous medium, it is possible
to use Eq. [1] to calculate how the ice saturation changes as a func-
tion of undercooling. This is the approach taken by Cahn et al.
(1992), who considered idealized packings (face-centered cubic and
body-centered cubic) of identical spherical partic]es. Followinga cor-
rection noted by Dash et al. (2006), the theoretical predictions for
S, (AT)are in excellent agreement with the interpretation of quasi-
elastic neutron scattering data from experiments in monodispersed
graphite and talc powders (Maruyama et al., 1992). Measurements
of ice saturation in graphite sheets (Gay et al., 1992) and porous silica
glass (Ishizaki et al., 1996) also compare favorably with theoretical
predictions in the large undercooling limit, when most of the liquid
is contained within premelted films where the second term on the
right side of Eq. [1] dominates. The complications that arise when
ionic impurities are present and the intermolecular forces that con-

tribute to determining IT(</) are varied in nature have been explored
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in detail for monodispersed, random-close-packed spheres of fused
quartz, gold, and silicon in a theoretical treatment by Hansen-Goos
and Wettlaufer (2010); that work also highlighted the important
contribution of the liquid fraction contained in veins that ring the

grain boundaries between adjacent ice crystals.

Natural porous media are comprised ofparticles with wide ranges
of sizes and shapes, variations in surface characteristics that
complicate the wetting properties, and small concentrations of
soluble impurities that can signiﬁcantly alter equilibrium behav-
ior. Empirical data that describe the variation of'Si with DT in
particular soils are invaluable inputs for quantitative models of
freezing behavior and associated hydromechanical phenomena.
The required data are limited, however, and there remains a need
for more sophisticated treatments that can predict how different
soil characteristics will affect the saturation behavior under more
varied circumstances. It is difficule to directly solve Eq. [1] for the
detailed surface geometry of the ice-liquid interface (i.e., k and
d) throughout more realistic sediments, but fortunately, compu-

tational resources now make alternative strategies feasible.

Ice Saturation in a Two-Dimensional

Model Porous Medium

Figure 1 shows a 20- by 25-jum section of a model porous medium
that was constructed by packing together 5000 circular particles
chosen from a lognormal distribution with mean radius 1 jum and
variance 0.5 pum?. For the purposes of illustration, the kinetics of

ice nucleation are ignored and it is assumed that matrix particles

distance (um)

distance (um)

Fig. 1. A portion of a two-dimensional porous medium that consists of
a lognormal distribution of circular particles characterized by a mean
radius of 1 pm and a variance of 0.5 jum? (mode 0.54 pim, median 0.82
jum). Light gray crosses mark randomly chosen points where ice first forms
from residual liquid with an undercooling attributed to surface-energy
(curvature) effects. Filled circles are points where the last remaining liquid

is in premelted films that separate ice from the nearby particle surfaces.

are completely wetted by the liquid phase in preference to ice; in
other words, complete premelting takes place (Dash et al., 2006).
At any given point within the pore space, the phase change from
liquid water to ice will take place at aparticular undercooling that

is associated with one of three scenarios:

1. Ifthe pointis close enough to the pore center, the phase change
will take place once ice is first able to form in the poreata
threshold undercooling that allows a circular crystal to barely
fit between the adjacent particles.

2. If the chosen point is far enough from both the pore center and
the pore walls, it can remain in the liquid after pore ice first
forms, with equilibrium instead being reached once it is cold
enough for k to become sufficiently large.

3. Ifthe point is close enough to one of the particle surfacesalong
a pore wall, it can instead be part of the premelted film up until
d thins sufﬁciently ata particular undercooling.

To determine how the liquid saturation level changes with under-
cooling in the model soil, 100,000 points were chosen at random
and the undercooling needed to reach equilibrium was evaluated
for each location. Points that last remained in the liquid phase
because ofsurface-energy, or “capillary,” effects (i.e., Scenarios 1
and 2) are marked in Fig. 1 by light gray crosses, while those that
were contained within premelted films immediately before freez-

ing (Scenario 3) are shown with filled circles.

Evaluating the undercooling needed for equilibrium at a large

number ofpoints and compiling the results gives the statistical
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Fig. 2. Liquid saturation S; as a function of undercooling AT obtained
from Monte Carlo simulations on the porous medium displayed in
Fig. 1. On the left, the black solid line shows the total liquid saturation
calculated from the cumulative sum of the liquid sampled by points
marked with light gray crosses in Fig. 1, which represent regions where
equilibrium is limited by the high curvature of the ice-liquid interface,
and the filled circles in Fig. 1, which represent the residual liquid that
is contained within premelted films. The dot-dashed line is a power-
law fit to saturation values berween 5 and 90%. On the right side of the
graph, the dashed curve shows the expected saturation behavior when
a salt solution with bulk concentration ¢y = 0.05% (w/w) is present,
while the dotted line traces the corresponding power-law fit.
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estimate of the change in liquid saturation with undercooling that
is shown with the solid black line in Fig. 2. Light gray crosses mark
the undercooling at which the interfacial curvarure first allows
iceto be in equilibrium with the pore liquid at one of the sampled
points (see Fig. 1). The total liquid saturation and the trend traced
by the gray crosses correspond closely with each other at first
because surface-energy effects are responsible for most of the liquid
that is present at low undercoolings (i.e., AT < 0.2°C here). The
filled circles show the undercooling at which ice first reaches equi-
librium with the pore liquid along the boundary ofa premelted
film (see Fig. 1). For illustrative purposes, in these calculations the

Equilibrium undercooling in the premelted films is assumed to

satisty [i.c., from Eq. [1] with & = -1/R, and IT = PO(XO/d)S’]

S 3 i
nlp] -3

A ]‘fﬂm & Y_m
pil

(3]

where R, is the radius of the nearest particle, and the wetting inter-
actions imply a film chickness of = X\; = 10 nm along a planar
interface when the disjoining pressure is I = P, = 1.1 MPa. With
the model parameters chosen here, the premelted films make a signif-
icant contribution to the total liquid volume when AT = 0.1°C and
§) = 0.3, and the film volume exceeds the volume present because
of surface-energy effects once AT > 0.2°C and §) < 0.1 (i.e., at the
undercooling where the filled circles and gray crosses meet on Fig, 2).
As noted above, because the wetting interactions that cause liquid
films to coat soil particles in the unsaturated zone are different from
those that cause premelted films to separate soil particles from pore
ice (i.e., the former involve intermolecular forces between particles,
liquid, and vapor, whereas the latter involve intermolecular forces
between particles, liquid, and ice), this suggests that actempts to infer
the ice saturation behavior using measurements under unsaturated
conditions diminish in value when §| < 0.3 (in a soil with the char-

acteristics chosen for this model).

Power-Law Approximations for the
Dependence of Saturation on Undercooling
Empirical measurements of liquid saturation §; in parially frozen
porous media are made across a limited range of conditions, and
reported power-law fits for the corresponding ice saturation §; =

1-S§in the form

s m[%f 4]

are used in many continuum treatments of hydromechanical pro-
cesses (e.g., O’Neill and Miller, 1985; Andersland and Ladanyi,
2004). The dot-dashed line in Fig. 2 shows the best power-law fic
to the synthetic liquid saturation data across a range from 5 to
90%, which sartisfies Eq. [4] with AT} = 0.040°C and (3 = 1.25.
From the form of the solid black curve in Fig, 2, it is clear that
both the exponent 3 of the best power-law fic and the intercept

DT with §| = 1 are smaller when the range of saturation levels

that is considered has lower values and the contribution from pre-
melted films is more prominent. (For example, the best power-law
fit across a range of §| from 3 to 75% is characterized byAT} =
0.036°C and § = 1.09.) For many natural freezing phenomena, the
most interesting dynamic interactions take place when the liquid
saturation level is still relatively high, and a simple power—law fir
of the form given in Eq. [4] suffices for treating the changes in
saturation with undercooling. Nevertheless, it is important to rec-
ognize that such a simpliﬁcation does have limitations and more
elaborate parameterizations may be preferable when the range
of saturation levels that are encountered cannot be captured by
a simple power-law fit (e.g., Watanabe and Wake, 2009). This is
particularly important for circumstances involving large thermo-
molecular forces at high undercoolings and low liquid saturation
levels (e.g., the dot-dashed gray and solid black curves diverge sig-
nificantly for AT¢> 0.5°C and §) < 5%), for example during frost
cracking of cohesive materials (e.g., Murton et al., 2006). There are
also significant discrepancies right at the onset of ice formation,
when some pores contain ice at an undercooling lower than the
ficced value ofATF (e.g., note the offset between the intersections
of the solid black and dot-dashed gray curves with the upper axis
in Fig. 2), which may lead to ice nucleation in disconnected pores,
with subsequent lens growth proceeding by a crack—propagation
mechanism (e.g., Style et al., 2011).

Colligative Effects of Dissolved Impurities

In natural systems, the water is never pure. Solutes are important
both for modifying the strength and form of the intermolecular
forces that cause interfacial premelting and for lowering the chemi-
cal potential of the liquid, which depresses the melting point. An
instructive and practical illustration concerns the case where the
slope of the liquidus curve that defines the changes in melting
temperature with solute concentration is linear. In this case, the
melting temperature along a flat interface that is distant from any
foreign substrates can be written as Tm =3 TmO — T, where ¢ is the
solute concentration, Tm0 is the bulk melting temperature of the
pure system, and I is the liquidus slope. If the total bulk concen-
tration of solute in the pore space is ¢, (defined here as the mass
of solute divided by the mass of liquid and ice, but definitions in
terms of molarity are equally valid), then because most impurities
are eH'iciently rejected from the ice lattice, the concentration at
saturation level §=1-S§;can be approximated as¢ = cB/S],Where
the small density difference between liquid water Pl and ice p; has
been neglected for clarity of presentation (more precisely, ¢ = (¢/S))
[S;+ (pi/ppS,] = c5/S)). Combining the two expressions, we expect
that the melting temperature of the bulk solution should depend

on the bulk concentration and liquid saturation level according to

s (5]

T =~T

m m0

With the undercooling redefined as the temperature depression

below bulk melting in the pure water system (i.c., the measured
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temperature below 0°C in a typical laboratory setup AT, =T~
7)), Eq. [5] can be substituted into Eq. [1] and rearranged to obtain

AT, ~ 3]y +11(d) |+ TR [6]
p,L S

The dashed line toward the right side of Fig, 2 shows the predicted
saturation from Eq. [6] for a case with ¢ = 0.05% (w/w) and I' =
0.93°C/% (w/w), which corresponds approximately with the slope
of the liquidus for subeutectic aqueous NaCl solutions (eutectic
composition 23% by weight, eutectic temperature —21°C). As
shown by the dotted gray line, across the range 0.9 > §; > 0.05
for this case, the best-fit power law has AT =0.085°C and 3 =
1.09. Note that the focus here has been solely on the colligative
effects represented by the final term in Eq. [6]. The effect of solute
concentration on the intermolecular forces responsible for inter-
facial premeking (i.e., by changing the form and strengch of IT, as
discussed by Wertlaufer, 1999) is neglected in these calculations.

Figure 3 further explores how colligative effects influence the par-
titioning of pore water berween liquid and ice. The black curve
shows an approxirnately linear increase in Awaith cp once the
bulk solute concentration is greater than about 0.2% (w/w). This
change in the best-fit relationship coincides with a decrease in the
power-law exponent B (shown in red) to a value near unity. The
linear decrease in liquid saturation with undercooling that is pre-
dicted at high solute concentrations (i.e., leading tof =1)isa
consequence of the dominant role of the final term on the right-

hand side of Eq. [6] in this regime (see also Wettlaufer, 1999).

-2 -1 0 1

10 10
Cq (wt %)

Fig. 3. The best-fic power law parameters in Eq. [4] across the liquid
saturation range from 5 to 90%, shown as a function of the bulk con-
centration of dissolved impurities ¢y in the model soil depicted in Fig.
1. The characteristic undercooling ATF is shown in black, with the
logarithmic y axis on the left. The power-law exponent [3 is shown in
red, with the linear y axis on the right.
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Additional Considerations

These simple calculations neglect the influence of impurity concen-
tration on the intermolecular interactions that cause premelting,
for example in reducing the Debye leng:h that characterizes the

range of double-layer forces (see Hansen-Goos and Wettlaufer,
2010). Many other important complications are ignored as well,
including: (i) the potential for the kinetics of ice nucleation to

cause hysteresis in the saturation behavior during melting and

freezing in an analogous way to that associated with gas and liquid

transport in the unsaturated zone during imbibition and drainage;

(ii) the role of pH and compositional changes in altering the surface

properties of mineral particles to affect the wetting and adsorption

behavior; (iii) the potential for biological activity to modify the

pore environment and the saturation behavior (e. g., Watanabe and

Ito, 2008; sce also Krembs et al., 2011); (iv) the changes in phase

behavior that are associated with the presence ofairas athird pore-
filling phase (e.g., Watanabe and Wake, 2009); (v) the contribution

ofpremelted liquid along grain boundaries and veins that is par-
ticularly important at high crystallinities (e.g., Hansen-Goos and
Wettlaufer, 2010); and (vi) the major simplifications in considering
a two-dimensional analog for three-dimensional natural systems

and approximating particles as smooth circular objects. The satura-
tion behavior can be signiﬁcam:ly affected by each of these factors.
The strategy used here could be modified to quantify their effects so

that the predicted behavior could be compared with the results of
controlled laboratory tests. For the present purposes, the essential

geometrical controls and colligative effects illustrated above are

a suflicient introduction to basic static equilibrium behavior to

preface a short overview of premelting dynamics.

Premelting Dynamics

The equilibrium coexistence of liquid water and ice has dynamic
consequences when pressure gradients are established to drive
liquid low and when ice—sediment interactions are able to deform
the soil matrix. Aslong as the soil particles are completely wetted
by premelted films, there are no contact lines across which cap-
illary forces can be transmitted to cause liquid migration in the
manner that occurs in the unsaturated zone. As a consequence, the
analysis described below demonstrates that capillary interactions
do not themselves generate any net force in partially frozen soils,
whether a frozen fringe is present or not. Instead, it is the wetting
interactions themselves that produce the net thermomolecular
force thar acts berween the ice and the soil marrix. Because the
strength of this force is controlled by thermal conditions, whereas
the gravitational load is insensitive to temperature, the distribu-
tion of fluid pressures must adjust to satisfy the force balance; this
drives liquid flow. The example below illustrates how the thermo-
molecular force can be determined as a function of undercooling,
both when sediments are saturated with pure water and when the
colligative effects of dissolved impurities are important. The extent
to which similar arguments might find application in unsaturated

problems has not bECll flllly f.'XplOl’Cd.




Net Force between Sediment Particles and Ice
Recall that the disjoining pressure II{d) is the force per unit area
with which ice and particle surfaces push against each other across
the intervening premelted film. To evaluate the total thermomolec-
ular force exerted by the wetted particles on an ice-liquid surface
S, Eq. [6] can be used to write

Fp=—[[T1(d)ds

~— [| 2
S

TITI

[7]
ds

AT TR o
0 Sl] il

For the case of a flat ice-liquid surface, the curvature is zero, and
if the surface is oriented so that the temperature offset from bulk
melting at the local impurity concentration is constant (e.g., along
an isotherm), then Eq. [7] simplifies to give

p LA

fi

F,=—

ATFFC—BJ
5

m

-, 1)
T

m

(8]

where A is the cross-sectional area, fi is the unit outward normal
to the ice surface, and Eq. [5] is used to arrive at the final expres-
sion on the right. Over any closed ice—liquid surface, the integral
of the curvature vanishes (i.e., _[Sﬁds = 0) so that, treating " as
constant, for this case Eq. [7] can be transformed to the integral
over the enclosed volume Vas

0
F=—[V pTl—(Tm—T)ldV
p,L ’ [9]
Ay —— f GdV
Lo ®
where the approximation thatp,L/T_ = p,L/T, ; hasbeen used
to simplify the final expression on the right. For example, when
the gradient G = V(T - Tm) is constant throughout the volume,
this implies that F. = (LG/T,_)m,, where m, is the mass of ice
that could fic within the volume. The dependence on ice mass and
a thermodynamic potential gradient suggests that F.. be thought
of as a kind of “thermodynamic buoyancy force” (Rempel et al.,
2001). Together, Eq. [8] and [9] can be combined to evaluate the
force exerted by sediments on a geometrically complex ice surface,
such as is expected to sometimes extend from a growing lens into
the adjacent partially frozen sediments (e.g., Rempel etal., 2004).
To derive a closed-form expression, it is useful to assume a linear
liquidus and the power-law saturation behavior given by Eq. [4];
both of these approximations are easily generalized, however, start-
ing from the final expressions given in Eq. [8] and [9].

Thermodynamic Buoyancy with Impurities

Most published treatments of frost heave and related premelting
dynamics have focused on idealized cases where the effects of impuri-
ties were neglectedso thatc; =0, 7, =17, is constant,and G = VT
When T’ changes across the relevant volume because of colligative

effects, the gradient G is no longer equal to the temperature gradient,
but instead it is the gradient in the amount by which the temperature
is offset from the bulk equilibrium temperature at the local solute
concentration; this is precisely the offset attributed to the effects of
wetting interactions and curvature. Because the force integral in Eq.
[9] is over a volume that invariably depends in some way on the ice
saturation, it is useful to write Si as a function of the offset from bulk
melting at the local solute concentration L= T aswell, rather than
the offset from bulk melting in the absence of impurities 7, — T.
For the Monte Carlo simulations of saturation behavior discussed
above, Fig. 3 shows how the impurity content B affects the exponent
B and characteristic undercooling AT} in a power-law fit to satura-
tion data of the form given in Eq. [4]. In the saturation regime where
the influence of impurities on the strength of the wetting interac-
tions is much less important than colligative effects throughout the
liquid volume, this relationship may be expressed as

5]
K

A TmD

S ~1—

(10]
ATy

T

~1—

where ATy, and B are the bese-fit parameters in the absence of
impurities (e.g., given approximately by the low-cp, limit on the

left side of Fig. 3).

ice lens

Fig. 4. Schematic diagram showing ice extending beneath an ice-lens
boundary at 2 to the bottom of a frozen fringe at z¢ (modified from
Rempel, 20105




Net Force Exerted by Sediment

Particles on an Active Ice Lens

The elementary example of an ice lens at 7 that is connected
through sediments with porosity ¢ by a frozen fringe that extends
to a warmer depth Z¢ helps to build intuition by allowing the net
thermomolecular force to be quantified explicitly (see Fig. 4). For
this geometry, the net thermomolecular force is the sum of that
which would be present on an isolated interface at Z] and that
which would be present on an enclosed ice surface that extends
through the volume of the frozen fringe. With isotherms running
perpendicular to the z axis,and # defined as a unit vector pointing
in the direction of increasing temperature, Eq. [8], [9], and [10] can

be combined to write

T T
FT#T (Im—:’ )Iz_m\fq (|)SiGdz
Dide  Fres 11
~ #{(T,,-T) - [11]
m0
A Y
o [V 1—[—Mm] d(T, -T)
T | |\ T, —T

(Here, the special case is considered in which all ice within the
fringe is connected to the lens; if disconnected ice pockets contrib-
ute to Si, the size of the integrand on the right should be reduced
accordingly.) Evaluating the integral and defining the undercool-
ing at the lens boundary as ATI =T ,— T)gives

e =107 wi%%
cg=10" wi%
10°h =001 wt%
Cg=0.1 Wi% : /
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- 0, ]
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Fig. 5. The thermomolecular force per unit area, |FT/A|, exerted by
sediments on an ice lens, plotted as a function of the undercooling
on its boundary. Solid lines are for cases with an attached fringe of
pore ice extending to warmer temperatures, dashed lines show how
|F-/A| varies when the lens undercooling is too low for ice to form in
the adjacent pore space. Plots illustrate cases where the pore space is
characterized by the range of bulk impurity concentrations ¢ that are
shown in the legend. For these calculations, the porosity was taken as
¢=0.26in Eq. [12] and the saturation behavior was assumed to follow
that described in Fig. 2 and 3.
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Figure 5 plots the predictions of Eq. [12] for the magnitude of
the thermomolecular force per unic cross-sectional area on an ice
lens in the model sediment. Equation [8] was used to extend the
curves (with dashed lines) to lens undercoolings lower than AT
(i.e., the regime where no frozen fringe is present). As the under-
coolingincreases, the ice and sediment particles are brought closer
together and the stronger intermolecular interactions thart resule
produce an almost linear risc in |F. /4| with AT). The black curve
on the far left, plotted for a bulk solute concentration of 1049
(w/w) is indistinguishable from the predicted behavior with g
=0. At higher impurity concentrations, there is a corresponding
increase in the “initial” liquidus temperature before ice formation
with ¢ = g the differences between the undercoolings at which
each of the dashed curves intersect the abscissa result from chis
change. Because the pore geometry is fixed, the amount by which
curvature effects offset the initial liquidus temperature from the
temperature at which pore ice is first able to form (~0.040°C) must
be the same for cach value of ¢, as is the value of |[F /4| ~ 44 kPa
at which a fringe is first able to form (marked by the dotted line in
Fig. 5); this causes the dashed lines that emerge from the abscissa
at higher undercoolings to appear to be much steeper on alog-log
plot such as this. Comparing the behavior at undercoolings that
arc large enough for a fringe to form (above the dotted line), [F./
A| increases slighely less rapidly when ¢y is higher because the dis-
solved concentration increases as ice fills the pore space, and this
lowers the liquidus temperature. As a result, the change to the
offset from bulk equilibrium conditions is not as large as it would
beif cp were lower. In Fig. 5, the limit on the ordinate was chosen
to focus the display on undercoolings for which the power-law fits
give reasonable approximations to the saturation data plotted in
Fig. 2. The upper limit on the abscissa was chosen to correspond
approximartely with the eutectic temperature of NaCl solutions,

beyond which a linear extension to the liquidus is not valid.

Liquid Transport through

Partially Frozen Sediments

Each line shown in Fig, 5 gives the magnitude of the net thermo-
molecular force exerted on an ice lens asa function of undercooling
at a constant bulk impurity concentration. If the force of gravity on
the material above is able to balance this force, less the buoyancy
force provided by the surrounding unfrozen liquid in a hydrostatic
state, then a static force balance can be achieved in which the lens
neither grows nor shrinks but remains in place ata constant under-
cooling. In order for such a state to be maintained, the rate of heat
flow through the adjacent sediments to the ice-lens surface must
also exactly balance the rate of heat flow through the lens. This

combination of conditions can be achieved, but the natural world




is much more transient and interesting, If there is an imbalance in
the heat flow across the lens boundary, for example if the tempera-
ture at the ground surface is changing, then melting or freezing
must take place at a rate such that latent heat release compensates
the difference. The liquid S0 generated or consumed cannot remain
stagnant because saturation levels are fixed by the phase equilib-
rium conditions. Instead, liquid must flow perpendicular to the
lens boundary, and this entails a hydrodynamic pressure gradient,
which in turn causes the rotal fluid force exerted on the lens to be
different from its hydrostatic level. Because gravity is inflexible, the
lens undercooling must respond and thereby adjust F.- to maintain
the force balance. All of this becomes more involved when impuri-
ties are transported in the liquid and ultimately concentrated or
diluted as freezing or melting take place, so that F- must devi-
ate from the constant-c lines shown in Fig. 5. This gives a sense
for how the coupled transport of fluid, heat, and solute ultimately
control the dynamics of hydromechanical processes in frozen soils.
These issues are certainly no less complicated for being familiar

from studies OF the unsaturated environment.

Extensions

The intent of this contribution has been to concentrate on the more

novel physical elements involved in freezing soils. A recent review by
Wettlaufer and Worster (2006) provided further background on the

fluid mechanical considerations that influence premelting dynamics.
Watanabe and Flury (2008) developed an insightful model for the

controls on permeability in partially frozen sediments that deter-
mine the size of the hydrodynamic force on the lens boundary for a

given rate of Darcy flow. Style and Peppin (2012) focused on modifi-
cations to the hydrodynamic force that can be important when flow
through the premelted films immediately adjacent to a growinglens

requires a comparable pressure drop to that required by more large-
scale permeable flow. The careful observations and laboratory studies

of ice-lens growth in Japan by Mutou et al. (1998) and Watanabe

and Mizoguchi (2000) motivated construction of a similar appa-
ratus in the UK that has provided a wealth of new insights into

the solidification of colloidal suspensions and the strong analogies

with the dynamics of alloy solidification (Peppin et al., 2006, 2007,
2008). Many other contributions have focused on partially frozen

soils that are influenced by changing land use and climate in arctic

and alpine environments, with implications for major land surface,
hydrologic, and biological disruptions (e.g., Forbes, 1999; Matsuoka,
2001; Smith et al., 2005; Williams, 1995).

Summary

Intermolecular forces control phase equilibrium conditions and,
in porous media, the proximity of particle surfaces ensures the
participation of a different set of interactions that cause the melt-
ing temperature to be offset slightly from its bulk value. The pore
geometry and mineral surface properties exert a significant control
on what that offset is, and soluble impurities are also very impor-

tant. Practical strategies have been developed for quantifying this

www.VadoseZoneJournal.org

behavior to determine how the ice and liquid saturations vary with
temperature. Building from a simple example of saturation changes
in a two-dimensional model soil, straightforward calculations
enable the net force exerted between the ice and particle surfaces
to be evaluated. This force is controlled by temperature, whereas
the force due to gravity is not; the liquid pressure must adjust to
compensate. A vast range of soil freezing phenomena can be traced

to the hydromechanical coupling that results.
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