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So for example, we might be interested in the question:

what proportion of the population eats cereal for

breakfast (at least four times per week)?

• Take sample from class. Not truly random, but probably

random enough for a question like this. Let p̂ be the

proportion of people who eat cereal for breakfast.

• How well does this approximate the proportion p in the

general population?
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•

σ =

√
p(1− p)

n
.

This theorem follows from the central limit theorem and

the computation of the standard deviation of a

distribution which takes values of 0 (NO) and 1 (YES).
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Example 2. Suppose that two-thirds of college students

have cheated on an exam. What is the probability that in

a random sample (taken discretely) of 20 students, 15 or

more would have cheated? What is the probability that

10 or more have cheated?
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Getting back to statistical inference, we would like to do

inference aimed at estimating p from p̂. The normalized

z-statistic, which is behind the scenes of both confidence

intervals and hypothesis testing, would be z = p̂−p
σ where

σ =
√

p(1− p)/n as in the theorem. If n is large, then p̂

was approximately normal. Thus z will be approximately

standard normal.

In practice, we won’t know p. We use p̂ in place of p to

get the standard error in place of the standard deviation.

So we set s =
√

p̂(1− p̂)/n, and then z = p̂−p
s . To get a

confidence interval with certainty C%, we choose z∗ a
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To do inference, we need to know we are reasonably close

to a normal distribution. Here are some conditions:

• Our sample is a SRS.

• The population is at least 10 times the sample size.

• The sample size is “large enough.” (At least 15

successes and 15 failures.)

Unfortunately, even for relatively large n, this can be not

so close to Normal. The way to fix this (recommended to
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always use): the “Plus four” confidence interval. Let

p = YESes+2
n+4 .

Then the C% confidence interval is between

p− z∗
√

p(1−p)
n+4 and p + z∗

√
p(1−p)
n+4 .

Example 4. Redo our estimate for left-handers using the

“plus four” confidence interval.

Example 5. Establish some confidence intervals (both

the usual and plus four) and critique the methodologies

for polls found at:

http://www.usatoday.com/news/health/2006-05-29-marriage-poll x.htm
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http://www.usatoday.com/news/polls/tables/live/2006-05-01-poll.htm
http://www.usatoday.com/news/world/2006-05-21-travelerspoll x.htm
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Example 6. Find some polls on the web which publish

their sample size and margin of error, and determine with

what certainty the number being measured is within that

margin or error.
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Hypothesis testing for population proportions

Example: Opinions about healthcare

A large poll conducted in 2001 showed that 39% of

Americans favored universal health care. Recently a poll

of 400 people found that 50% favored universal health

care. We’d like to determine, based on this, if more

people now favor universal health care.
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1. Let p be the (true) proportion of people i favor universal

health care. (We’ll assume the 2001 poll is accurate

so that the proportion of people then favoring universal

health care is p0 = 39%).

So H0 is “p = p0”, and Ha is “p > p0”. In English: Our

“null hypothesis” is that 39% of people now support

universal health care. Our “test” is to determine if it

is likely that more than 39% of people now support

universal health care.
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2. We pretend that H0 is true (that is that p = p0), and

we calculate our z-statistic based on that:

z =
p̂− p0√
p0(1−p0)

n

=
.5− .39√

.39(1−.39)
400

=
.11

.0243875
= 4.51.

3. We calculate our P -value.

P (Z ≥ 4.51) = .00000324.

This P -value is: the probability of picking a sample of

400 so that at least 200 of them favor universal health
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care if in the population only 39% favor it.

4. Conclusion: If only 39% of people now support universal

health care, then the probability of getting 50% in favor

of universal health care by taking a random sample of

400 people would be only .00000324.

This is strong evidence that H0 is false, and that more

than 39% of people now support universal health care.

So we reject the null hypothesis at almost any sensible

significance level.
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Example 7. Suppose we take a SRS of 90 people under

the age of 22, and discover 11 of them have at some point

had an STI. Use this to estimate the proportion of the

total population which have had an STI? (Note: half of

the top ten most frequently reported diseases in the U.S.,

accounting for over four-fifths of all cases, are STI’s).

Example 8. In a certain population, we expect 46% of

the population to get a cold in a 3 month period. We

give 264 volunteers 1000 mgs of vitamin C per day for 3

months. At the end of the period 119 people (45%) have

gotten colds. So the proportion of our sample that have
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