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For almost a half-century, Siegfried Engelmann has shown how all children can learn if they are 
taught effectively. The Direct Instruction (DI) curricular programs he developed reflect the most 
stringent requirements of the scientific world. They build on sound theoretical understandings 
of how effective instruction and learning occur, they involve painstaking attention to each 
detailed step of the instructional process, and they have been validated with rigorous tests of 
their efficacy. Engelmann’s work has transformed the instructional experience of thousands of 
students and has also led to noted improvements in school behavioral climates and instructional 
practices. This book is a tribute to the legacy and genius of Siegfried Engelmann and his 
decades of work in developing the Direct Instruction (DI) curricular programs.

The authors of the chapters in this book represent several generations and multiple disciplines, 
bringing a variety of perspectives to their analyses of Engelmann’s career and impact. Part I of 
the book documents the extensive research embodied in the development of DI programs, the 
research that confirms their effectiveness, the unfavorable and short-sighted reactions of the 
education establishment to the work, and Engelmann’s resilience and strength in continuing 
to develop programs, write essays and books, and promote learning and effective instruction 
for all students. Part II examines the legacy of his work, including the guidance it gives for 
transforming schools into effective learning centers for all children and the ways in which it 
has influenced the tradition of behavioral management in schools. The book ends with a look 
at the future, the potential for wider acceptance of Engelmann’s developments, and the hope 
for truly solving the problems of achievement in America’s schools. This long-awaited survey 
of DI’s history and impact belongs in the collection of all educational researchers, teachers, 
college libraries, and interested administrators.

Jean Stockard is professor emerita at the University of Oregon and director of research and 
evaluation for the National Institute for Direct Instruction. She is the author of numerous 
books in the areas of education and sociology, including Effective Educational Environments and 
Sociology: Discovering Society.
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Chapter 3
The previous two chapters have documented the ways in which DI programs are  

research-based and validated. In Chapter 1, Engelmann described how the systematic 

development of DI programs incorporates logical reasoning and ongoing research.  

Chapter 2 summarized the large amount of empirical research that has documented the 

efficacy of DI programs and how students make much stronger gains with these curricula 

than with other programs. Yet the educational community continues to ignore this work, to 

the detriment of millions of children and their readiness to participate as educated citizens 

of our society. In this chapter Engelmann and Stockard reflect on this failure. Drawing on 

their individual research backgrounds, they describe several instances in which educational 

researchers have ignored the empirical evidence, discuss how this contradicts scientific 

traditions and logic, and examine how it harms students and the society as a whole.
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Blinded to Evidence
How Educational Researchers  

Respond to Empirical Data

Siegfried Engelmann and Jean Stockard

Both of us have spent decades involved in research, albeit in different academic 
fields and using different methodological approaches and theoretical traditions. 
Despite the differences in our academic backgrounds and experiences, our conclusions 
regarding educational research are very similar. This chapter describes our views and, 
particularly, the ways in which we have seen educational researchers misconstrue and 
ignore the empirical data related to Direct Instruction. This chapter has three parts. 
The first, Is the “Gold Standard” Really Gold?, authored by Engelmann, describes the 
educational research establishment’s current fascination with so-called “gold standard” 
research and the ways in which political, professional, or personal bias overrides the 
research evidence. The second part, A Social Scientist’s View of Educational Research, 
authored by Stockard, delineates norms that are common to science, describes the 
ways in which the DI corpus of research conforms to these norms, and presents two 
very costly examples of educational researchers ignoring these norms and the empir-
ical results. In the conclusion, we reflect on possible reasons for these actions and the 
costs to students and society. 

Is the “Gold Standard” Really Gold?

S. Engelmann

Much has been made in recent years of a “gold standard” in research, urging the 
educational community to focus almost exclusively on randomized control trials, 
supposedly emulating medical research. In reality, when well-conducted studies fail 
to support favored scenarios or when they support programs that are not in favor, 
the data are ignored. The first section below, Gold Standard Failure, describes such 
instances. The second section, Quest for Pristine Internal Validity of Educational 
Studies, questions the worth of this “gold standard” approach and demonstrates why it 
is futile. 

Gold Standard Failure

Our view of the literature is certainly influenced by our perspective about devel-
oping and field-testing instructional programs and by the various “low probability” 
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demonstrations that we have conducted, described in Chapter 1. From this viewpoint, 
it seems that those who screen and evaluate studies that compare specific instructional 
approaches set criteria that mimic medical research in a highly selective manner. For 
instance, medical research endorses a gold standard largely for efficacy studies (tightly 
controlled lab experiments), but education endorses it for all studies. The centerpiece 
of the medical gold standard is random assignment of subjects. However, there’s also 
the requirement of blind or double-blind conditions, which means that neither the 
subjects nor those who analyze the data know whether a given subject is in the experi-
mental group or is receiving a placebo.

The double-blind criterion is not easily satisfied in educational experiments that 
compare programs. Certainly studies that may be completed in two weeks could be 
conducted in a “lab” setting. There may also be hope of conducting some educational 
double-blind, “gold standard” experiments; however, it is unlikely studies involving 
year-long programs can meet the double-blind requirements. Imagine students in a 
school who don’t know that they are in a program quite different from the program 
students in the grade above them went through the last year. Consider the improb-
ability of a teacher who doesn’t know that this year’s program is not the one the school 
used last year. 

Possibly duplicity in how results are used provides the greatest difference between 
medical and educational research. If a gold-standard medical study provides conclu-
sive evidence that something works, it is promoted; if the study provides evidence that 
something does not work, the ineffective process is publicly rejected.  In contrast, if a 
gold-standard educational study provides conclusive evidence that a favored program 
worked, there would be a strong effort to publicize this fact; however, if the study 
showed that a favored approach failed, there would be no attempts to publicize or to 
caution use of the approach that caused the unfavorable outcomes. Also, differential 
treatment occurs if an unfavored approach has evidence of effectiveness. If studies 
of an unfavored approach do not meet gold standards but have been reported in 
respected journals, the evidence is rejected.

There are four large studies that support these assertions: 

1. The national evaluation of Project Follow Through (Kennedy, 1978; Stebbins, St. 
Pierre, Proper, Anderson, & Cerva, 1977); 

2. The Rodeo Institute for Teacher Excellence (RITE) studies in Dallas (Carlson & 
Francis, 2003);

3. The state of Tennessee’s Student/Teacher Achievement Ratio (Project STAR) 
study on class size (Word et al., 1990, 1994); and 
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4. Chicago’s Striving Reader Initiative (Metis Associates, 2011). 

Tale of Two Successful Unfavored (and Unpublicized) Approaches

The reactions of the educational establishment to two very large and successful 
implementations of Direct Instruction–Project Follow Through and the Rodeo Institute 
work–illustrate how highly successful, but unfavored, approaches are ignored and 
unpublicized.

Project Follow Through

The evaluation of Project Follow Through (the largest educational research study 
ever conducted) compared the performance of 22 different approaches to teaching 
at-risk students in Grades K through 3. Direct Instruction was the only approach in 
which students had positive gains in all of the outcomes measured, both academic and 
affective, and the DI model produced the highest scores on all these outcomes (Bereiter 
& Kurland, 1981–82; Stebbins et al., 1977; Watkins, 1997). Long-term follow-up studies 
documented lasting impacts of the program, as students in the DI program maintained 
higher levels of achievement through the high school years and were more likely to 
finish high school and go on to college (Meyer, 1984). There is no scientific basis for 
rejecting Follow Through outcomes; yet, the study was ignored at its completion and 
has been rejected by the What Works Clearinghouse (WWC) on the grounds that it is 
too old to be valid (WWC, 2007). 

Rodeo Institute for Teacher Excellence (RITE)

More recently, the Rodeo Institute for Teacher Excellence (RITE) funded an 
extensive implementation of Direct Instruction reading programs for at-risk students 
in the primary grades. RITE also conducted evaluations of the programs that involved 
over 9,300 students and 277 teachers. Again, the results were overwhelmingly positive 
(Carlson & Francis, 2003). The study has been rejected by the WWC, and the inter-
vention has received no recognition as a highly successful effort (WWC, 2007). RITE 
and the Follow Through studies involved an “unpopular” program (Direct Instruction), 
and the studies were rejected. 

Tale of Two Unsuccessful Favored Approaches

The state of Tennessee’s Student/Teacher Achievement Ratio (STAR) study of 
class size (Word et al., 1990, 1994) and the Chicago Striving Reader Initiative involve 
approaches that are in accord with currently popular views about causes of academic 
problems and the solutions. Both these studies were “gold standard” in that both used 
random assignment of subjects. Yet educators have drawn conclusions from these 
studies that are not supported by the evidence.  
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Project STAR

The STAR study involved reducing the number of students in regular classrooms 
to 23. The total number of students in the study was 1,650, over a four-year period. 
The study used random assignment of classrooms in the same school, with half the 
classes smaller than the others. Students in the smaller classes had achievement scores 
that were higher than those in the larger classes. However, the associated effect sizes, 
an average of 0.21 (Mosteller, 1995, p. 121), were only a fraction of those found in 
Project Follow Through’s 1.40 average (Adams & Engelmann, 1996, p. 52; Bereiter & 
Kurland, 1981–82) and below the level typically used to denote “educational impor-
tance,” 0.25 (Tallmadge, 1977). 

Despite the poor STAR results, the findings were widely publicized. An article on 
the STAR project that appeared in The Future of Children ended with these confident 
remarks: 

Because a controlled education experiment … of this quality, magnitude, 
and duration is a rarity, it is important that both educators and 
policymakers have access to its statistical information and understand 
its implications. Thought should be given by both public and private 
organizations to making sure that this information is preserved and 
well documented and that access to it is encouraged. The … statewide 
controlled experiment is a valuable device for assessing educational 
interventions and, thereby, improving school systems.  
(Mosteller, 1995, p. 127)

The book Evidence Matters: Randomized Trials in Education Research (Mosteller & 
Boruch, 2002) featured only one educational study, STAR. California was convinced 
by the unqualified endorsements of the STAR project and reduced class size at the 
state level. Around the same time Mosteller’s article (quoted above) was published, 
however, California was looking at disappointing data on the performance of its 
students. The 1994 National Assessment of Educational Progress (NAEP) assessment 
showed that only 18% of California’s students were rated proficient or advanced in 
reading. California’s national ranking on NAEP was second from last in reading 
(NAEP, 1996). There were obviously flaws in the design of the STAR study, but these 
were not identified before the fact. The biggest lesson that came from STAR is that 
random assignment cannot compensate for poor internal validity. 

The Striving Reader Initiative

Smaller class size received (and continues to receive) considerable press (Krueger 
& Whitmore, 2001; Mosteller, 1995). In contrast, a colossal five-year study in Chicago, 
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the Striving Reader Initiative, was a gold-standard showcase for a considerable 
number of variables endorsed by the literature. The study was initiated in 2007 when 
Arnie Duncan (who later became Secretary of Education) was CEO of Chicago Public 
Schools. This study has received virtually no press. The probable reason is that the 
initial reports show not only that it didn’t do as well as expected, but that it produced 
no apparent positive results.

The Striving Reader Initiative was designed to remedy reading failure of students 
in Grades 6–8. The project had random assignment of 31 treatment schools and 32 
control schools. The initiative involved a three-tier intervention model that featured 
a full-school, 90-minute, daily immersion in reading comprehension and a focus on 
subject areas. The experimental schools initiated longer school days, after-school 
activities, more adults in the classroom, smaller class size, small-group differentiated 
instruction, staff development, teacher collaboration, counseling, high interest reading 
material, and frequent assessments. 

The year four report issued in 2011 is over 180 pages and contains many tables 
(Metis Associates, 2011). Although the experimental schools were judged to be well 
implemented, results of the first year assessment showed no significant differences 
for any grade or any of the subgroups. After two years there were no differences. 
After three years, “results indicate that there was no detectable overall impact of the 
program on Tier 2 and 3 students” (p. 120). In addition, “there was no overall treat-
ment effect for all students in the ITT sample at the end of the fourth project year …” 
(p. 156). 

Over the four years, only one of the 24 subgroups obtained a statistically signifi-
cant outcome in favor of the experimental group. That achievement occurred in the 
fourth year; however, the p value was 0.048 (which would not be considered significant 
if the significance criterion was 0.01 rather than 0.05). More than one outcome would 
have been significant by chance alone (5 per hundred measures at the 0.05 level). Also, 
the effect size was 0.174, far below what is required for generally recognized education-
ally important effects (0.25; Tallmadge, 1977). Finally, the normal curve equivalent 
(NCE) scores for both groups were far below the mean of sixth graders and differed by 
less than 2 points (Control: 36.513 and Treatment: 38.333). If students had performed 
at grade level, they would have had scores in the 60s, which means both controls and 
experimental students were years below the norm for sixth graders. These are obvi-
ously not the results Arnie Duncan and others anticipated. 

The fact that the results are not publicized, however, suggests that the system is 
deeply prejudiced and unscientific in its orientation. The Chicago study represents a 
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milestone for educational studies with its large numbers of students and gold-standard 
experimental design. The results should therefore be unquestionably valid. Why 
wouldn’t it follow that the field should embrace the results and conclude that either 
there is no way to remedy the underachievement of these striving students or that the 
way Chicago approached the problem has been documented to be the wrong way? 

Those seem to be the only conclusions, and they seem to be highly relevant to the 
instruction for Striving Readers. Shouldn’t teachers and administrators know that the 
Chicago approach was inert? Shouldn’t the specific instructional material and prac-
tices used in this effort be recognized as being ineffective or at least questionable? In 
a broader sense, shouldn’t those who proposed this apparently naïve intervention be 
recognized as lacking credibility?

The ultimate question may be: If no conclusions are to be drawn from a study that 
fails to show significant results, wouldn’t it have been wiser to design an intervention 
that did not meet the gold standard? In that way, there would be a modest reason for 
not publicizing the results. 

Bias

In summary, there seems to be an overriding bias in recognizing the worth of the 
four large studies. Follow Through, the RITE study, and the Striving Reader Initiative 
had results that were not consonant with current prejudices about instruction. The 
results were ignored or actively suppressed. The STAR project had outcomes consis-
tent with the current prejudices about instruction and the results were embraced and 
continue to be embraced, even after the California results strongly contradicted the 
STAR conclusions (NAEP, 1996) and despite weak outcomes. For instance, a Center 
for Public Education report on class size and student achievement (CPE, n.d., para. 6) 
concluded, “The most influential contemporary evidence that smaller classes lead to 
improved achievement is Tennessee’s Project STAR.” 

Quest for Pristine Internal Validity of  
Educational Studies

The STAR study had very obvious problems of internal validity that were not on a 
handy list of possibilities. Because the study used random assignment of classrooms in 
the same school, two teachers teaching the fourth grade discover that one has a smaller 
class. The other teacher understandably asks, “Why does that teacher have less work 
than I have?” One possible response is for the slighted teacher not to work as hard. 
Scores in that classroom go down compared to the other classroom, and a spurious 
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difference is created. The probability of investigators knowing everything to control is 
apparently slim, but even obvious details are not controlled well in many studies. 

Medical research recognizes that the greatest cause of poor internal validity in 
effectiveness studies is that patients don’t provide accurate statements about whether 
they took the medication as scheduled (Glintborg, Hillestrom, Olsen, Dalhoff, & 
Poulsen, 2007). Parallel problems occur in educational studies. Studies often have 
inadequate provisions for documenting whether teachers are providing the instruction 
scheduled. Teacher reports of having started on time, ending on time, and teaching the 
material according to particular procedures are potential causes of distortions.

Are results distorted that much by not using random assignments? With the 
Chicago Striving Reader study, there would be no difference in any results if matched-
pairs rather than random assignment were used to create the groups. 

Unlike most medical trials, studies that evaluate instructional programs do not 
articulately describe the treatments. Studies that evaluate an experimental drug reveal 
an extreme difference between instructional and medical research. The drug, its 
schedule, and related information about dos and don’ts can be summarized succinctly. 
In contrast, a description of the schedule and related information for an instructional 
program would require many pages and would describe contingencies that have no 
clear parallel in trials that evaluate drugs. The reason is that an instructional treatment 
is the product of three variables—program, teaching, and placement of students. (See 
Chapter 1, Tables 1.1 and 1.2.) Unless all are controlled, serious distortions may occur. 

This is not to say that nothing is revealed from studies that have flaws. The better 
program should produce better results. So if the numbers are large enough, the more 
effective programs should produce solid evidence of causing superior student perfor-
mance. The caution is that the results are based on a correlation, so they don’t imply 
what someone needs to do to cause positive outcomes in a particular classroom. 

Large numbers of studies seem to be the key for evaluating any approach, but DI 
is the only approach that has large numbers of older studies that document its effective-
ness. Unfortunately the DI studies that have large numbers are judged by the WWC to 
be invalid. Medical studies are not stricken from the record if they are more than 20 
years old; however, the WWC rejects studies older than 20 years. This provision affects 
only one approach—DI (Stockard, 2010).

Should DI “replicate” these studies to provide more current findings? 

No. 
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The field should follow the lead of medical research and recognize reasonably 
well-designed studies whether or not the results are recent or consistent with current 
prejudices. Furthermore, the field should encourage research that challenges the 
various universal assertions that appear in the literature. 

A purging based on analytic induction, the logical approach described in detail 
in Chapter 1, would disclose the technical nature of the causes of learning that will 
otherwise remain hidden in correlational half truths that dominate much of current 
educational literacy. The ultimate goal would be the institutionalization of practices 
that guarantee continued use of programs that stand up to mandated program-
referenced testing (also described in detail in Chapter 1). The beneficiaries would 
not only be students, but also teachers and administrators who engineer scientific 
instruction.

A Social Scientist’s View of Education Research

Jean Stockard

In the following discussion, many of the points made by Engelmann in the first 
part of this chapter are echoed from a different perspective, that of a social scientist 
reflecting on educational research from outside the discipline. In the first section, 
key normative elements of science common to the social, biological, and physical 
sciences are described. The second section details ways in which the Direct Instruction 
tradition of program development and research conforms to each of these elements 
and how the DI tradition’s adherence to these norms contrasts sharply with the vast 
majority of educational research. The third section describes two of the most egregious 
examples of ways in which the educational research community has violated basic 
rules of science and misrepresented research results. 

Normative Traditions of Science 

In introductory classes to the field, and in more in-depth courses required of 
majors, undergraduate students in the social sciences study the methodological proce-
dures and norms that have guided the disciplines for generations. While the subject 
matter of the social sciences is, of course, different and, many would argue, more 
complex than the biological and physical sciences, the normative traditions are similar, 
if not identical (Kemeny, 1969; Nagel, 1961). The discussion below focuses on four key 
norms of science. 
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1. Science Is Theory Based

Science is guided by theoretical speculations about how the world works. These 
speculations form the basis of all scientific work, from a chemist theorizing about the 
way in which chemical compounds will interact, to economists speculating about 
how changes in monetary policy affect inflation rates, or sociologists hypothesizing 
about relationships between changes in the demographic composition of communities 
and rates of lethal violence. No matter what the topic of study, scientists are guided 
by theoretical understandings regarding their areas of interest, generally building on 
theoretical traditions in their own and/or other fields. This theoretical work is both 
inductive and deductive in nature.

Good scientists use both inductive and deductive approaches. They compare their 
theoretical speculations with the data, revise these speculations when empirical results 
indicate that they should, test developing hypotheses, and then, as needed, revise their 
theories. As a field of study matures, the speculations become conceptual models and 
explanatory theoretical systems. Parsimonious theoretical explanations, those which 
use the fewest underlying assumptions or variables, are seen as the most elegant and 
the ultimate goal (Cohen, 1989; Einstein, 1934; Kaplan, 1964; Kemeny, 1969).

2. Science Is Cumulative in Nature

We use the findings of past work to guide our future work. Using the Popperian 
notion of falsification, hypotheses that are proven false are discarded, and those that 
receive support (or technically have not yet been falsified) are retained (Cohen, 1989; 
Popper, 1962). We continue to test hypotheses, but expand our analyses to see if results 
hold under varying conditions.

A variety of terms have been used to describe this cumulative process. One is the 
notion of a cumulative research program, or a phased model of research, involving 
the gradual development of understandings and causal inferences, typically moving 
from rather small and highly focused controlled experimental designs to tests with 
more varied settings, subjects, and outcomes and employing a range of methods and 
techniques (Cohen, 1989; Huitt, Monetti, & Hummel, 2009). Another is the “grounded 
theory of generalized causal inference” described by Shadish, Cook, and Campbell 
(2002), which involves the systematic comparison of results from a variety of settings, 
samples, and research approaches. The third and perhaps most commonly cited in 
the current literature is the meta-analytic tradition, discussed in Chapter 2 of this 
volume, which uses quantitative techniques to summarize large sets of research results 
(Bornstein, Hedges, Higgins, & Rothstein, 2009; Wolf, 1986). Despite the differing 
terms, all of the approaches are based on the notion that scientific understandings are 
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cumulative in nature, building on multiple tests of hypotheses. As Cook and Campbell, 
authors of the most widely cited works on research design, put it, 

We stress the need for many tests to determine whether a causal 
proposition has or has not withstood falsification; such determinations 
cannot be made on one or two failures to achieve predicted results. (1979, 
p. 31, emphasis in original)

3. Good Science Is Flexible 

The best social science theories and the most reliable accumulations of results 
are based on data derived through multiple methods, in a wide range of settings, 
using both inductive and deductive reasoning, employing qualitative and quantitative 
analyses, and adjusting the research design to the conditions. 

Among scientists, belief in the experiment as the only means to settle 
disputes about causation is gone, though it is still the preferred method in 
many circumstances. Gone, too, is the belief that the power experimental 
methods often displayed in the laboratory would transfer easily to 
applications in field settings. (Shadish, Cook, & Campbell, 2002, p. 30, 
emphasis in original)

Note that this call for multiple methods and approaches that match the needs of 
the situation is in complete agreement with Engelmann’s conclusions regarding the 
utility of the so-called “gold standard” approach for educational research discussed in 
the first part of this chapter. 

4. Good Science Is Honest and Open

In the social sciences we have strong traditions of blind peer review, with scholars 
who do not know the identity of the authors reviewing and critiquing all material 
before publication. We also have strong norms regarding the sharing of data so that 
others can check our results, perhaps with different analytic strategies. Replication is 
encouraged, for only through multiple tests can we be assured that results are valid. 
In fact, without such openness and honesty none of the other scientific norms actually 
matters. 

Direct Instruction and Normative Science

The Direct Instruction corpus of work is a classic example of each of the elements 
of normative science. 
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1. Strong Theoretical Base

First, DI has a strong theoretical base. As detailed in Chapter 4 and Appendix 
B, Engelmann and his colleagues have written extensively on the theory of learning 
that underlies the development of the DI instructional programs with works such as 
Conceptual Learning (Engelmann, 1969), Theory of Instruction (Engelmann & Carnine, 
1991), and Inferred Functions of Performance and Learning (Engelmann & Steely, 2004). 

While the theoretical writings are intellectually connected with the long- 
established and classical tradition of the logical empiricists (see Engelmann and 
Carnine, 2010), Engelmann and Carnine’s Theory of Instruction (1991) stands by itself 
as a fully articulated analysis of how children learn and can be effectively taught. Each 
element of the theory was carefully tested as it was developed, illustrating the interplay 
of inductive and deductive analyses mentioned above. 

2. Cumulative in Nature

Second, the work is cumulative in nature. In fact, the Direct Instruction literature 
can be seen as a classic example of the phased model of research with the gradual 
expansion of focus and methodologies. The development of curricular programs 
grew from the initial work with preschoolers through the elementary grades and to 
programs for those in the upper grades and adults. The academic subjects involved 
moved from reading and mathematics to science and social studies (see Appendices  
A and C). 

Detailed guidelines for behavioral management and implementation of the 
programs have been developed, as discussed in Chapters 5 and 6 of this volume. 
The curriculum has been developed through lengthy and detailed experiments with 
different populations of students and in different settings, using the methods described 
in Chapter 1. Extensive work has validated the principles of learning and instruction 
that provide the theoretical base. Field-testing with large and varied populations of 
students and teachers has examined the extent of the programs’ effectiveness across 
many different settings (Engelmann, 2007; Engelmann & Carnine, 1991; Huitt, 
Monetti, & Hummel, 2009). Perhaps most important, evidence of the efficacy of the 
curriculum has continued to expand over the years with, as described in Chapter 2, 
highly consistent results. 

3. Varied Approaches

Third, research related to Direct Instruction has taken many different forms and 
approaches, embodying the flexibility that is the hallmark of a mature science. While 
there are dozens of randomized control trials testing the efficacy of the DI programs, 
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there are also many field-based studies employing large samples as well as so-called 
“single subject designs” looking at more unique and specialized populations. Scholars 
have examined the impact of Direct Instruction with many different groups, from 
gifted students to those with severe disabilities. They have employed quantitative and 
qualitative methods; and they have looked at not just impacts on achievement, but at 
impacts on perceptions of self-confidence and self-efficacy of students and teachers as 
well as ways in which the programs can best be implemented. The result is a strong 
cumulative body of work that embodies consistent documentation of the ways in which 
DI programs promote high achievement among students with a wide variety of demo-
graphic characteristics, in many different settings, and at all ability levels.

4. Honest and Open

Finally, the body of DI research conforms to the norm of honest and open 
research. The work has appeared in peer-reviewed journals around the world, having 
been checked and cross-checked by independent researchers. In the context of a meta-
analysis project, Borman, Hewes, Overman, and Brown (2003) documented the extent 
of these differences and commented on the relatively large amount of work on DI 
conducted by researchers not affiliated with the programs’ development. Borman and 
colleagues (2003) identified 49 studies of DI compared to a median of only 4 studies for 
the other 28 models they examined. 

The Educational Research Community and  
Direct Instruction

Even though Direct Instruction research conforms closely to the norms of science 
and the cumulated body of work is strong and consistent, the educational research 
community has, for many years, ignored and actively resisted these findings. Two  
egregious examples are examined below. Many could have been chosen, but these 
were selected because they involve the expenditure of vast amounts of money with 
the full endorsement of the federal government. Their beginnings are separated by 
almost four decades but show disturbing parallels of what could be seen as purposeful 
manipulation of research results to hide the ways in which DI programs promote 
strong student learning. 

Project Follow Through

Project Follow Through has been called the largest educational experiment that 
was ever conducted. Beginning in 1967, as an element of President Johnson’s War on 
Poverty, it continued until the summer of 1995, with a total price tag of about one 



68

The Science and Success of Engelmann’s Direct Instruction

billion dollars (Grossen, 1996). The project was built on the assumption that low 
levels of educational achievement were a major factor in the perpetuation of poverty 
from one generation to another. More than 20 different educational models, including 
Direct Instruction, were implemented in 170 high poverty communities throughout 
the country as a way to test the relative efficacy of each approach. Carefully designed 
assessment procedures were developed by two independent evaluation agencies to 
determine which of the models would be most successful in developing students’ 
achievement and their self-esteem. Assessments included comparisons to “control” 
schools with similar characteristics as well as comparisons to national norms.

The results of the evaluation were clear cut. Direct Instruction was the clear 
winner. It was the only approach that resulted in students having positive changes in 
all of the measured outcomes. Some of the programs even had negative results, with 
students having worse outcomes at the end of the intervention (see Adams, 1996; 
Becker & Engelmann, 1996; Bereiter & Kurland, 1981–82; Grossen, 1996; Watkins, 
1997).

In a world in which the norms of science are valued and honored, one would 
expect that these findings, based on such a well-designed and extensive experiment, 
would lead the educational research community to embrace Direct Instruction. In fact, 
however, just the opposite occurred. Most of the other programs in the experiment 
were programs favored by the educational establishment, such as those discussed in 
the first part of this chapter. To a large extent, many of these programs are still popular 
today, albeit sometimes having slightly altered names, such as “whole language” to 
describe the “language experience” approach and “developmentally appropriate” 
instead of “Open Education” (Grossen, 1996, p. 9). 

In a series of maneuvers that are almost impossible to believe but which are, in 
fact, well documented, the educational research community changed the research 
question. While originally interested in which program produced the most favor-
able results, the question morphed into asking, “What was the aggregate result of the 
programs?” In other words, the results of all the different models were simply lumped 
together (House, Glass, McLean, & Walker, 1978). Given that 20 of the 22 models 
had negative or null results, the new conclusion was that the programs had no effect. 
Educational researchers wrote extensive critiques of the Follow Through design, criti-
cizing the use of quantitative analyses and comparisons and suggesting that an ethno-
graphic and case-study descriptive approach would be more appropriate (see Grossen, 
1996, p. 7). Even though the evidence—from the original rules of the game—was 
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overwhelming, the educational research community chose to ignore the evidence and 
alter the rules so that this would seem legitimate. 

What Works Clearinghouse

Over three decades after Follow Through began, the U.S. Department of 
Education established the What Works Clearinghouse (WWC). The stated purpose 
of the WWC is to be “a central and trusted source of scientific evidence for what 
works in education …to provide accurate information on education research” (WWC, 
2013a). Like Project Follow Through, the WWC has been extraordinarily expensive, 
with costs of well over 75 million dollars in its first 10 years of existence (U.S. General 
Accountability Office, 2010, p. 25). Yet, like Follow Through, the WWC has failed to 
live up to its promise, presenting very misleading reports to the public, analyses that 
denigrate strong programs, such as Direct Instruction, and promote far weaker ones. 
Many of the problems stem from the criteria that the WWC uses to choose studies for 
review as well as outright errors and misinterpretations of the studies that are accepted. 

Criteria for WWC Acceptance

While the conclusion of the Follow Through project incorporated criticism of 
quantitative research and experimental designs, the What Works Clearinghouse, 
somewhat ironically, made an about-face. It strongly promotes randomized control 
trials, seeing these as the “gold standard” discussed in the first half of this chapter and 
virtually dismisses almost all other research designs. Studies that are accepted for the 
WWC review must typically meet a long list of methodological criteria, such as pretest 
scores within given ranges for each group, extensive data on attrition of subjects, and 
publication within the last two decades (WWC, 2013b). 

Not surprisingly, very few studies have met the WWC criteria. The U.S. General 
Accountability Office (U.S. GAO) reports that less than 10% of all studies examined 
pass their requirements (U.S. GAO, 2010, p. 13). The acceptance rate for studies of 
DI is even lower. Of the more than 200 studies of Direct Instruction that the WWC 
claimed to have examined by mid 2013, only 10 (5%) were found to meet their criteria 
either fully or in part.

As described more extensively in other writings (e.g., Stockard, 2010, 2012, 2013a; 
Stockard & Wood, 2012), the elements of the DI literature that reflect its maturity 
and should, given the norms regarding the cumulative nature of science, add weight 
to judgments of its merit instead appear to have worked against its acceptance by the 
WWC. For instance, the automatic exclusion of studies conducted more than 20 years 
ago effectively discards the large number of randomized control trials that were at 
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the basis of the early development of the programs. To date the WWC officials have 
refused to provide any scientific basis for this decision. While they have claimed that 
this policy ensures that results will be valid for today’s students, they have provided 
no evidence to suggest that the way in which students learn has altered over time 
(Stockard, 2008). The preference for small, tightly restricted, randomized control trials 
effectively excludes most field-based studies of larger populations and those that use 
advanced statistical methods for controls. Such larger, field-based trials (like the RITE 
work analyzed by Carlson and Francis, 2003, and discussed earlier in this chapter) are 
especially important for ensuring external validity and have been much more common 
in the DI literature as the field has matured. 

Having such strict criteria for studies to be reviewed would be important if this 
made a difference in the results. In other words, if the criteria affected results of 
studies such that those that met the criteria had more accurate estimates of a program’s 
efficacy, one could argue that it would be important to maintain these “standards.” 
Given the large number of studies of Direct Instruction, it is possible to test this 
hypothesis, and I did so with a sample of works that examined the use of Reading 
Mastery with students with learning difficulties. The extent to which the studies met the 
WWC’s criteria varied, with some meeting most of them and some meeting very few. 
(None met all the criteria, and all met at least one criterion.) In an extensive statistical 
analysis, I found that none of the criteria had a significant relationship to estimates 
of the effect of DI. In other words, whether or not the criteria were met, or whether a 
few or many of the criteria were met, the estimates of the effect of Reading Mastery on 
students’ achievement remained unchanged—positive and significant, similar to the 
effects reported in Chapter 2, and well beyond the levels usually seen as educationally 
important (Stockard, 2013a). 

WWC Errors in Interpretations 

Given that the WWC’s reports are based on only a small fraction of the extant 
literature it is crucial that decisions regarding the inclusion or exclusion of studies, 
as well as the interpretation of those that are accepted, be as accurate as possible. In 
other words, because their reports are based on a very small fraction of the extant 
literature it is crucial that such reports be accurate. However, in other writings I have 
documented numerous errors (see Stockard, 2008, 2010, 2012, and 2013a; Stockard & 
Wood, 2013). These involve errors in decisions regarding the exclusion of studies, such 
as the decision to exclude RITE’s large scale evaluation discussed by Engelmann in the 
first part of this chapter. The WWC claimed that the inclusion of teacher training and 
instruction in behavior management, both key elements of DI programs, introduced 
confounds to the study and made it invalid.
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I have also found serious errors in decisions regarding studies that were included 
in their reviews, documenting serious problems in 4 of the 10 studies of DI programs 
that the WWC had accepted for review by 2013. For example two studies accepted 
for a review of Corrective Reading used only selected elements of the program and the 
authors explicitly stated that their analysis should not be used to evaluate its efficacy. 
Analyses of study results that were accepted for review have been far from error free, 
with summary reports that sometimes distort and misrepresent the findings of the 
authors. For instance, an article that compared two highly similar Direct Instruction 
reading programs (Reading Mastery and Horizons) found that both produced achieve-
ment gains that were significantly greater than national norms would expect and that 
the impact of the two programs was similar. The WWC chose to ignore the compar-
ison to the national norms and instead focused on the lack of difference between 
the two programs, concluding that there was no evidence that Reading Mastery was 
effective. (See Stockard, 2008, 2013a, and Stockard & Wood, 2012, for more extensive 
discussion.) To date, the WWC has refused to admit to any of these documented errors 
and has concluded only that some DI programs have “potentially positive” effects, a 
conclusion in stark contrast to the cumulated weight of scholarly research, such as the 
material summarized in Chapter 2.

The errors in the WWC procedures have extended to misrepresenting results for 
weak programs and providing positive ratings when the research evidence indicates 
that a different conclusion would be appropriate. For instance, the WWC has given 
high rankings to the Reading Recovery program, a short-term tutoring intervention. 
One of the studies used to justify this rating compared the standard Reading Recovery 
program to a “modified” program that included explicit instruction in phonological 
skills. Students in both the unmodified Reading Recovery program and the modified 
program (including instruction in phonologically based elements) eventually caught up 
with the other children, but the students in the modified program were able to discon-
tinue tutoring much earlier. The standard Reading Recovery program was found to be 
37% less efficient than the program that included instruction in phonics. In addition, 
students in the modified program continued to have higher levels of achievement and 
higher rates of learning at the end of the school year. The authors provide an extensive 
discussion and additional analyses that demonstrate the fallacy involved in Reading 
Recovery’s assumptions about the ways in which word recognition skills develop. They 
clearly conclude that Reading Recovery is not an efficient method for teaching chil-
dren to read and that phonological training is superior. 

The WWC chose to ignore any results regarding the comparison group that 
received phonological training and had superior achievement, “because it was a 
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modified version of the standard program” (Stockard, 2008, pp. 13-14). In correspon-
dence explaining their decision they noted that the results with the other comparison 
groups were mentioned in a technical appendix of the WWC report, implying that 
such information could be available for those who were interested. Of course, the 
chance of a parent or school official accessing a technical appendix to find information 
that contradicts the inaccurate information given in the major pages of the web site is 
extremely remote, and most users of the website would reach the erroneous conclusion 
that the Reading Recovery program was effective. (See Stockard, 2008, for a fuller 
discussion and copies of correspondence with the WWC.)

Violating the Norms of Science

Although several decades separate the beginnings of Project Follow Through 
and the What Works Clearinghouse, the parallels in the ways in which they have 
violated the norms of science are striking and, to a social scientist, chilling. It could be 
suggested that, in its original conceptualization and design, Project Follow Through 
conformed to three of the four key norms of science described earlier:

1. Follow Through was based on the theoretical assumption that higher educational 
achievement was a key element to combatting generations of poverty. 

2. Follow Through incorporated the notion of cumulating evidence by testing 
programs in multiple sites and over a period of years. 

3. Follow Through could be seen as incorporating flexibility through its use 
of community and parental involvement and many different educational 
approaches. 

Unfortunately, Project Follow Through failed to meet the most important scientific 
norm of honesty and openness:

4. Follow Through changed the research question and altered the presentation of 
the results to disguise the clear superiority of Direct Instruction.

The WWC lauds itself as “a central and trusted source of scientific evidence” 
(WWC, 2013), however, it fails to conform to all four key norms of science.

1. To date, the WWC has provided no theoretical basis for their approach, 
although the methodological literature, such as that cited above, could provide a 
great deal of guidance for such endeavors.

2. The very restrictive approach the WWC has taken to the literature, with an 
arbitrary cut-off date of studies to be reviewed and stringent criteria regarding 
the design of acceptable studies, has made a full examination of the cumulative 
literature virtually impossible. 
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3. The WWC acceptance protocols fly in the face of the flexibility advocated by the 
classic methodological tradition. 

4. Finally, and most disturbing, the evidence suggests that, like the ultimate 
purveyors of the Follow Through results, the WWC has violated the scientific 
norms of honesty and openness. Violations of this norm appear in the inclusion 
and exclusion decisions, as well as the summaries of studies described above.

Other problems noted in analyses of the WWC work include failures to inform 
users of the ways in which their findings conflict with the established literature (e.g., 
the ways in which their conclusions regarding Direct Instruction contradict the meta-
analytic findings described in Chapter 2), having no external peer review process, 
and failing to be transparent in procedures and processes, even though, as a federally 
funded program, it is required to do so. Finally, when errors occur, the WWC has 
failed to post public retractions and corrections of erroneous reports, allowing misrep-
resentations to remain in the public eye. 

Conclusion

In the sections above we have given several examples of the ways in which the 
educational community, and particularly educational researchers, have ignored 
empirical evidence. In contrast to scientific norms that call for flexibility in approaches 
and building a strong cumulative tradition of research, the current fad in educational 
research involves the so-called “gold standard” approach of randomized control trials 
conducted under severely restricted conditions. We assert that this approach is inap-
propriate for most work in education and produces results that are neither internally 
nor externally valid (Stockard, 2013a, b). Even more disturbing than the current 
preoccupation with one narrow approach to research is the concerted pattern of those 
in power of misconstruing research results. For less favored programs, such as Direct 
Instruction, strong and positive results are hidden or misrepresented. In contrast, for 
favored programs, such as “whole language” and “constructivist” approaches, much 
smaller positive results are publicized and promoted and negative and null results are 
hidden or misrepresented.

While our analysis has focused to a large extent on issues related to logic and 
scientific design, we should not lose sight of the ultimate purpose of educational 
research—helping students. What could have been averted if the evidence from project 
Follow Through had been given the political attention that had been promised? What 
could happen if the What Works Clearinghouse presented an honest and complete 
compilation of the research evidence? 
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Two longitudinal studies of the impact of Direct Instruction provide indications 
of the potential. Linda Meyer (1984) looked at the long-term impact of Project Follow 
Through, comparing the rates of high school graduation and college acceptance of 
students in a Direct Instruction Follow Through program at the start of their schooling 
career to the rates of students in the comparison group in a nearby school with very 
similar demographic characteristics. The Follow Through students were over one 
and a half times as likely to graduate from high school and twice as likely to apply to 
and be accepted at college. More recently, Stockard, Carnine, Rasplica, Paine, and 
Chaparro (2014) looked at the high school experiences of students with varying expo-
sure to Direct Instruction in their elementary years. Those with more exposure were 
significantly more likely to be prepared for higher education: more than twice as likely 
to take advanced college preparatory mathematics classes; more than twice as likely 
to take advanced placement and/or college entrance exams, such as the SAT or ACT; 
and ranked significantly higher in their high school class. 

Reams of evidence in the social sciences document the importance of educational 
attainment in promoting higher incomes and occupational status, lower crime rates, 
greater family stability, and better health. In fact, this finding was the impetus for 
starting the Follow Through program. The results of the Meyer (1984) and Stockard et 
al. (2014) studies, separated by almost three decades, show that the potential is great.  
If the results of Project Follow Through had changed the course of education, as origi-
nally envisioned, the adult fates of millions of young people, and the face of the nation, 
would be substantially different. 

Given the dramatic nature of this potential impact, one must ask why the educa-
tional research community has so vociferously resisted the accumulated data and 
research results. The discussions above suggest that they have not just ignored the 
evidence but have, in direct violation of the norms of science, actively manipulated 
their presentation of findings to hide the efficacy of Direct Instruction programs from 
the public. One could suggest that these actions reflect, either intentionally or unin-
tentionally, attempts to maintain the privilege and power of educational researchers 
as well as those with vested interests in ineffective curricular programs. By promul-
gating the fiction that no educational approach is especially effective, they conclude 
that much more work is needed to develop effective curricula. In other words, they 
create a justification for their continued employment and for the continued expendi-
ture of millions of dollars in the educational research enterprise. They also justify the 
continued use of ineffective programs for students throughout the nation, enriching the 
coffers of authors and publishers of these ineffective programs. 



75

Chapter 3:  Blinded to Evidence – How Educational Researchers Respond to Empirical Data

The research community, individual researchers, publishing firms, and authors 
of these ineffective approaches continue to garner grants, prestige, and money. In the 
meantime, generations of students have been, and continue to be, denied access to 
highly effective curricula. The nation has lost the potential contribution of generations 
of talented young people. The gap between the powerful and the less powerful remains 
and, in fact, in recent years has widened. The reasoning behind this process may or 
may not be consciously self-serving. But, in the end, the motive doesn’t matter because 
the result is the same. The educational research community, and the publishing 
empires to which it is connected, continue to enrich themselves. The vast majority of 
students they purport to serve continue to lose. 

Both of us, as authors, have approached this issue from our own perspective: 
Engelmann as the author of the Direct Instruction programs and a participant in 
education for many years, Stockard from a career as a social scientist. Yet, we agree 
on the bottom line. The educational research community appears to have willfully 
ignored the research evidence. They have done this for many years and in direct 
contradiction to logic and to the norms of the scientific community. The big losers 
are the students and the society as a whole, as the strong evidence regarding the 
effectiveness of Direct Instruction is degraded and ignored and ineffective programs 
are promoted. The bias of educational researchers trumps the research evidence, and 
students and the society are the losers. 
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