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Abstract. We express the mean curvature flow of Lagrangian submanifolds of
the Kim-McCann-Warren metric in the setting generalized mean curvature flow
on Kim-McCann metrics. This allows us to tap into previously developed theory
to show that the Lagrangian condition is preserved along the flow.

1. Introduction

Our goal in this paper is to demonstrate that the setting of generalized La-
grangian mean curvature flows applies in a surprisingly satisfying way to the set-
ting of Kim-McCann metrics [KM10] introduced in the study of regularity theory
of optimal transport. Kim-McCann metrics can viewed as a pseudo-Riemmanian
analog of almost Calabi-Yau metrics. When adding a conformal factor depending
on the measures, it was shown in [KMW10] that graphs of optimal transport maps
are minimal surfaces. However as the ambient metric presented in [KMW10] is
not Einstein, the mean curvature flow is not at first glance expected to behave well.
We see here that the KMW metrics are almost Einstein manifolds and that much
of the theory developed for studying Lagrangian mean curvature flow in almost
Calabi-Yau metrics be carried over to the Kim-McCann setting.

In particular we prove that a Lagrangian manifold evolving under generalized
mean curvature flow in a Kim-McCann metric will stay Lagrangian. The stationary
points of generalized mean curvature flow will be stationary for the mean curvature
with the metric in [KMW10]

The Kim-McCann metric is still of much interest: See [LV23] for recent geo-
metric exposition of Kim-McCann metric, and also recent results.

Generalized MCF was introdced in [Beh11] and [SW11] (the approaches are
slightly different, one focus on a torsion connection, another on a Ricci potential)
We will take suggestions from the generalized mean curvature flow in paracomplex
manifolds. Some analogies will be used with justifcation, however the proofs of
our main result do not require results from this setting, rather they follow from
similar arguments, so we will present the arguments directly, without justifying the
full analogy. Our angle of approach differs from [CSS11] (which follows [SW11])
where generalized mean cuvature for paracomplex was given, we In [CSS11] the
geometry was understood through comparing different connections, as in [SW11].
We follow an approach closer to that of [Beh11] We instead focus an the analogy
suggested by the calibrating forms in [KMW10] The goal here is not to provide
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a complete dictionary of the paracomplex theory, rather simply to show that some
results in the optimal transport theory have some nice proof.

2. Main statements and outline

The following is the main result. For Kähler-Einstein manifolds, this result
was first mapped out in [Smo96], see also [Beh11] and [Woo20].

Theorem 2.1. Suppose that L is a Lagrangian submanifold of a KM manifold,
with weighted ρ, ρ̄. Then flowing L according the GMCF with the KMW metric
preserves the Lagrangian condition.

This follows by a standard maximum principle argument using the following
observation.

Proposition 2.2. Let F be a generalized mean curvature flow for some short time
interval [0, δ] . There are geometric quantities G (depending on the particular
solution to the flow) such that if we restrict the Kahler form to to a totally real
submanifold evolving along the flow we have

d
dt
|ω|2 = ∆ |ω|2 − n∇ψ · ∇ |ω|2 − |∇ω|2 + ω ∗ ω ∗G

This is proved in several parts.

Proposition 2.3. Suppose that L is a totally real submanifold flowing by GMCF(
dF
dt

)⊥
= N⃗ = H − n (∇ψ)⊥

Then (see (4.1)) for definition of αN⃗)

(1)
d
dt
ω = dαN⃗

(2)

αN = αH − nβ + nγ

for forms satisfying
(3)

dαH(ek, el) = R̄ic(Kek, el) + ω ∗G + gi j∇i∇ jωkl

ndβ(ek, el) = R̄ic(Kek, el)
ndγ(ek, el) = ∇ψ · ∇ωkl +G ∗ ω

We note here that the parabolic flow discussed in [KSW12] provides a vertical
flow of Lagrangian submanifolds. One can check that the projection of the flow is
onto the normal direction is mean curvature flow in the KMW setting.
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3. Setup

Recall [KM10]. Given a cost function on Mn × M̄n we are considering a metric
of the form

h :=
1
2

(
0 −cis̄
−cs̄i 0

)
.

When the mixed derivative dd̄c is non-singular, this provides a signature (n, n)
metric on the product space Mn × M̄n. The form

ω = −cis̄dxi ∧ dx̄s

also provides a symplectic form. If we would like to view the symplectic form as
a para-Kähler form, consider the map

K : T(p, p̄)M × M̄ → T(p,p̄)M × M̄

which is represented as
Kp, p̄ = ITp M ⊕ (−I)T p̄ M̄ .

(For a basic introduction to para-Kähler gometry see [CFG96]. The important fact
is that complex structure map J satisfying J2 = −I is replaced by a paracomplex
structure map satisfying K2 = I). Then we have

ω(·, ·) = h(K·, ·).

It was noted in [KM10] that graphs (x,T (x)) of optimal transport maps are La-
grangian with respect to this symplectic form.

Now given some probability measures ρ and ρ̄ that can be locally represented
as ρ(x)dx and ρ̄(x̄)dx̄ (we are using double-dip notation, using ρ and ρ̄ to define
both the measure and the density function representing the measure). It was show
in [KMW10] that the graph of the optimal transport map pairing ρ to ρ̄ with cost c,
is a volume maximizing submanifold of M × M̄ with the following metric:

(3.1) h̃ :=
1
2

(
ρ(x)ρ̄(x̄)
det (−cis̄)

)1/n (
0 −ci j
−ci j 0

)
.

These are calibrated by the form n-form.

Φ =
1
2

(ρ(x)dx + ρ̄(x̄)dx̄)

In particular, if the graph of the map is Lagrangian and the map is measure pre-
serving, the graph will be a volume maximizing surface. Here we realize Φ as the
real part of a para-holomorphic form.

The conformal factor is somewhat inconvenient, see [KSW12, Section 5, 7.1.2],
[War11]. If we would like to view the symplectic form as a Kähler form, the
conformal factor either destroys the Kähler compatibility ω(X,Y) = h(KX,Y), or
destroys the closedness dω = 0 (One can also view this as a weighted manifold,
as noted[War14, section 3] and applied in [AK20, pg 2092]. In the para-Kähler
setting [CSS11], one considers the different connections that arise. For proving
the Lagrangian condition is preserved, we feel it is easier to look directly at the
conformal factor and follow the approach in [Beh11].
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3.1. Almost Calabi-Yai metrics. Recall [Joy07, Section 8.4].

Definition 3.1. Let n ≥ 2. An almost Calabi–Yau n-fold, or ACY n-fold for short,
is a quadruple (X, J, g,Ω) such that (X, J, g) is a compact n (complex)-dimensional
Kähler manifold, and Ω is a non-vanishing holomorphic (n, 0)-form on X.

In [Joy07, 8.24] there will be a function ψ such that

(3.2) e2nψω
n

n!
= (−1)n(n−1)/2

( i
2

)n
Ω ∧ Ω̄.

We would like to explore the analogy in the paracomplex setting. A para-complex
valued form η is (n, 0) type if

k · η(V1, ..,Vn) = η(KV1, ..,Vn) = η(V1,KV2, ..,Vn)

etc. Here k is an algebraic object aking to the more familiar i, but instead satifies
k2 = 1. One can check that for (real valued u, v)

Ω = u (x) dx + v(x̄)dx̄ + k (u (x) dx − v(x̄)dx̄)

this is para-holomorphic when u depends only on x and v only on x̄, so this satisfies
∂̄Ω = 0. Now we can consider

Ω ∧ Ω̄ =

(
udx + vdx̄

+k (udx − vdx̄)

)
∧

(
udx + vdx̄

−k (udx − vdx̄)

)
= 0 − k (udx + vdx̄) ∧ (udx − vdx̄) + k (udx − vdx̄) ∧ (udx + vdx̄)
= 0 − kudx (−vdx̄) − kvdx̄udx + kudxvdx̄ − kvdx̄udx
= 4uvkdxdx̄

in particular if

Ω =
1
2

(ρ(x)dx + ρ̄(x̄)dx̄) +
1
2

k (ρ(x)dx − ρ̄(x̄)dx̄)

we will have
Ω ∧ Ω̄ = ρ(x)ρ̄(x̄)k.

With this set up, consider a function ψ which satisfies

e2nψω
n

n!
= (−1)n−1

(
1
2

)n

kΩ ∧ Ω̄.

now as
ω =

1
2

∑
i,s̄

(−cis̄) dxi ∧ dx̄s

we can check that

ωn =

(
1
2

)n

n!(−1)n−1 det (−cis̄) dxdx̄

and to satisfy our version of the equation (3.2), we want

e2nψ =
ρρ̄

det (−cis̄)
or

ψ =
1
2n

(ln ρ + ln ρ̄ − ln det (−cis̄))
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The following suggests some strength in the analogy:

Proposition 3.2. The Ricci form satisfies

R̄ic(KX,Y) = 2ndd̄ψ(X,Y)

The proof is in the Appendix.

Proposition 3.3. The mean curvature vector for a metric

h̃ = e2ψh

(which is the metric given in [KMW10]) is given by

(3.3) H̃ = e−2ψ
(
H − n (∇ψ)⊥

)
We will not prove this here, this is a standard exercise in conformal geometry.

Now recall the formula from Berndt [Beh11] in the almost Calabi-Yau setting:
Given a function ψ such that

R̄ic(JX,Y) = λω + ndd̄ψ

define the generalized mean curvature vector to be

(3.4a) Ĥ = H − n (∇ψ)⊥ .

Comparing (3.4a) and (3.3) suggest the obvious analogy.
The generalized mean curvature flow is the normal flow(

∂F
∂t

)⊥
= H − n (∇ψ)⊥

4. Proof of Proposition 2.3

We need some setup and a few more Lemmas.
A total real submanifold L in para-Kähler setting is a submanifold whose tangent

space does not contain any para-complex planes, that is for every V ∈ TpL we have
KV < TpL.

Given a totally real submanifold L, we define

K̃ : TpL→
(
TpL

)⊥
K̃(X) = (K(X))⊥

Taking {ei} to be a basis for the tangent space to Ln, one can check that defining

ωl
i = ωi jg jl

for
ωi j = ω(ei, e j)

and
gi j = h(ei, e j)

the indcued metric, then
K̃(ei) = K(ei) − ωs

i es.
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Notice that

KK̃ = K2(ei) − ωl
iKel

= ei − ω
l
iKel.

We assume a Kähler condition

ω = h(K·, ·)

Note that in a para-Kähler manifold, we have

h(KX,Y) = −h(K2X,KY) = −h(X,KY).

We will also use the (negative definite) metric on
{
K̃ei

}
which forms a basis for the

normal space

ηi j = h(K̃ei, K̃e j).

Define components of the second fundamental form via

a(X,Y,Z) = h(∇̄XY, K̃Z)

and then define an associated 1-form to any normal vector via

(4.1) αN⃗ = ω(N⃗, ·).

For the mean curvature vector, this gives

αH = ω(H, ·) = h(KH, ·) = −h(H,K·)

= −h(gi j∇̄eie j, K̃·)

so

(4.2) αH = −gi jai jkdxk.

4.1. More Claims.

Claim 4.1.
∇la jki − ∇ka jli = R(el, ek, e j, K̃(ei)) + ω ∗ A ∗ A

Claim 4.2.

∇lai jk − ∇kai jl = R̄(el, ek, e j, K̃(ei)) + ω ∗G + ∇ j∇iωkl

Claim 4.3.
gi jR̄(el, ek, e j, K̃(ei)) = R̄ic(Kek, el) +G ∗ ω
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4.2. Proof of Proposition 2.3 assuming claims. The first part is standard: Since
ω is parallel, we have

d
dt
ω

(
∂F
∂xi ,

∂F
∂x j

)
= ω

(
∂

∂t
∂F
∂xi ,

∂F
∂x j

)
+ ω

(
∂F
∂xi ,

∂

∂t
∂F
∂x j

)
= ω

(
∂

∂xi

∂F
∂t
,
∂F
∂x j

)
+ ω

(
∂F
∂xi ,

∂

∂x j

∂F
∂t

)
= ω

(
∂

∂xi N⃗,
∂F
∂x j

)
+ ω

(
∂F
∂xi ,

∂

∂x j N⃗
)

= ω

(
∂

∂xi N⃗,
∂F
∂x j

)
+ ω

(
∂F
∂xi ,

∂

∂x j N⃗
)

=
∂

∂xiω

(
N⃗,

∂F
∂x j

)
− ω

(
∂

∂xi N⃗,
∂

∂xi

∂F
∂x j

)
+

∂

∂x jω

(
∂F
∂xi , N⃗

)
− ω

(
∂

∂x j

∂F
∂xi , N⃗

)
noting in the last line that

∂

∂xiω

(
N⃗,

∂F
∂x j

)
= ω

(
∂

∂xi N⃗,
∂F
∂x j

)
+ ω

(
N⃗,

∂

∂xi

∂F
∂x j

)
whenever the form is parallel. Now notice that

ω

(
N⃗,

∂F
∂x j

)
= h(KN⃗,

∂F
∂x j )

= −h(N⃗,K
∂F
∂x j ) = −h(N⃗, K̃

∂F
∂x j ) = N(

∂F
∂x j )

so t
d
dt
ω

(
∂F
∂xi ,

∂F
∂x j

)
=

∂

∂xiαN(
∂F
∂x j ) − ω

(
∂

∂xi N⃗,
∂

∂xi

∂F
∂x j

)
−

∂

∂x jαN

(
∂F
∂xi

)
− ω

(
∂

∂x j

∂F
∂xi , N⃗

)
Now ω is alternating so the mixed terms are canceling. Recall that

dα(X,Y) = Xα(Y) − Yα(X) − α ([X,Y])

so we have

dαN

(
∂F
∂xi ,

∂F
∂x j

)
=

d
dt
ω

(
∂F
∂xi ,

∂F
∂x j

)
.

Next, we write the generalized mean curvature vector as follows

H̃ = H − n (∇ψ)⊥ = H − n∇ψ + n (∇ψ)T

and associate the forms

β (·) = ω(∇ψ, ·)

γ = ω((∇ψ)T , ·)

Then the decomposition in (2) follows.



8 MICAH WARREN

Now using (4.2) we have

dαH(ek, el) = ek
(
−gi jai jl

)
− el

(
−gi jai jk

)
evaluating in normal coordinates, this becomes

dαH(ek, el) = gi jai jk,l − gi jai jl,k

= R̄(el, ek, e j, K̃(ei)) + ω ∗ A ∗ A + ∇ j∇iωlk + R ∗ ω

by Claim 4.2. Then by Claim 4.3

dαH(ek, el) = R̄ic(Kek, el) +G ∗ ω + ∇ j∇iωlk

proving the first part of (3).
The second part is Proposition 3.2 together with Claim 6.2.
The third part is on the immersed manifold: compute γ

γ(em) = ω
(
(∇ψ)T , em

)
= h

(
K (∇ψ)T , em

)
= −h

(
(∇ψ)T ,Kem

)
= −h

(
(∇ψ)T , K̃em + (K − K̃)em

)
= −h

(
(∇ψ)T , (K − K̃)em

)
= h((∇ψ)T , ωl

mel) = h(∇ψ,ωp
mep)

= ω
p
mψp

So

dγ(ek, el) = ek
(
ω

p
l ψp

)
− el

(
ω

p
kψp

)
= ω ∗ D2ψ +

(
ω

p
l,k − ω

p
k,l

)
ψp

= ω ∗ D2ψ +
(
ωlm,kgmp − ωkm,lgmp)ψp

Now use closedness (in normal coordinates can ignore derivative from upper in-
dices)

ωlm,k + ωmk,l + ωkl,m = 0
so we have (

ωlm,kgmp − ωkm,lgmp)ψp = −ωkl,mgmpψp.

5. Putting it together

IT can be shown that
d
dt

gi j = −2h(N⃗, Ai j)

(cf. anywhere evolution equations are proved)
So

d
dt
|ω|2 = −2h(N⃗, Ai j) ∗ ω ∗ ω + 2ωkl d

dt
ωkl

= ω ∗ ω + 2ωkl (dαH − ndβ + ndγ) (ek, el) .
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Then from Proposition 2.3 we get

d
dt
|ω|2 = G ∗ ω ∗ ω + ∆ |ω|2 − |∇ω|2 − n∇ |ω|2 · ∇ψ.

Now we apply the standard maximum principle argument: Let

fε = |ω|2 − εe2Ct

and compute

d
dt

fε ≤ C |ω|2 + ∆ |ω|2 − n∇ |ω|2 · ∇ψ − 2Cεe2ct

= C |ω|2 − 2Cεe2ct + ∆ fε − n∇ψ · ∇ fε

= C fε −Cεe2ct + ∆ fε − n∇ψ · ∇ fε < C fε + ∆ fε − n∇ψ · ∇ fε.

So the function fε which is negative at t = 0 if L is Lagrangian, satisfies a para-
bolic maximum principle:The function fε must be negative for all t in the domain.
Taking ε→ 0 proves that |ω|2 must always be 0 along the flow.

6. Appendix

We will use use Ei is a basis for TpM and E s̄ and a basis for T p̄M̄. Together
these form a basis for the product T(p, p̄)M × M̄. Note that if we fix a coordinate
system for M near a point p and given a choice of chart near p̄ we may choose a
local change of coordinates for M̄ such that

−cis = δis.

Note that we may do this wehile choosing a normal set of coordinates for the
induces metric on M at the point p.

Lemma 6.1. (This is [KM10, Lemma 4.1] In a KM metric we have

(1)

Γk
bc = cks̄cs̄b,c

and all mixed Christofel symbols vanish.
(2) For curvature, if the indices α, β, γ, δ are Ei or E s̄

Rαβγδ = 0

unless two of αβγδ are the same type and two are of the opposite type.
(3)

Rābcd̄ =
1
2

cmscd̄macs̄b,c −
1
2

cd̄b,cā

Proof. Recall

h =
1
2

(−cis̄dxi ⊗ dx̄s)
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Rabcd =
(
∇̄a∇̄bc − ∇̄b∇̄ac, d

)
=

(
∇̄aΓ

k
bcek − ∇̄bΓ

k
acek, d

)
=

(
∂aΓ

k
bcek + Γ

k
bcΓ

m
akem − ∂bΓ

k
acek − Γ

k
acΓ

m
bkem, d

)
=

(
∂aΓ

k
bc − ∂bΓ

k
ac

)
gkd +

(
Γk

bcΓ
m
ak − Γ

k
acΓ

m
bk

)
gmd

In this case

Γk
bc =

1
2

hkm (
hmb,c + hmc,b − hbc,m

)
Now

hks̄ = 2
(
−cks̄

)
so

Γk
bc =

(
−cks̄

) (
hs̄b,c + hs̄c,b − hbc,s̄

)
= −

1
2

(
−cks̄

) (
cs̄b,c + cs̄c,b − cbc,s̄

)
so if all b, c, kthe same type

Γk
bc = −

1
2

(
−cks̄

) (
2cs̄b,c

)
= cks̄cs̄b,c

Rābcd̄ =
(
∂āΓ

k
bc − ∂bΓ

k
āc

)
gkd̄ +

(
Γk

bcΓ
m
āk − Γ

k
ācΓ

m
bk

)
gmd̄

= ∂āΓ
k
bcgkd̄ = ∂ā

(
cks̄cs̄b,c

) 1
2

(
−ckd̄

)
=

(
−ckp̄cms̄cp̄macs̄b,c + cks̄cs̄b,cā

) 1
2

(
−ckd̄

)
=

1
2

cmscd̄macs̄b,c −
1
2

cd̄b,cā

= Rbād̄c

□

6.1. Proof of Proposition 3.2. First observe that

Claim 6.2.
dβ = 2dd̄ψ.

Proof. For β we look at the ambient manifold

β(Ek) = ω (∇ψ, Ek) = h (K∇ψ, Ek)
= −h (∇ψ,KEk) = −h (∇ψ, Ek)
= −ψk
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meanwhile

β(E p̄) = −h
(
∇ψ,KE p̄

)
= h

(
∇ψ, E p̄

)
= ψ p̄

so
β = −ψkdxk + ψ p̄dx p̄

and then

dβ = −ψkp̄dx p̄dxk + ψ p̄kdxkdx p̄

= 2ψp̄kdxkdx p̄

This proves the claim. □

Next we prove Proposition 3.2

Proof. Obviously,

dβ(Ei, E j) = 0
dβ(E s̄, E p̄) = 0
dβ(Ek, E p̄) = 2ψ p̄k

We compute an expression for this directly: recall

ψ =
1

2n
(ln ρ + ln ρ̄ − ln det (−cis̄)) .

First note that because ρ depends only and x and ρ̄ only on x̄, the first two terms to
do not survive differentiation in both variables. Thus

ψp̄k = −
1
2n

[ln det (−cis̄)]p̄,k

= −
1
2n

[(
−cis̄

) (
−cis̄ p̄

)]
k

= −
1
2n

[(
−cis̄

) (
−cis̄ p̄k

)
−

(
−cis̄

)
k

(
−cis̄ p̄

)]
= −

1
2n

[
cis̄cis̄ p̄k −

(
−ciā

)
(−cbs̄)(−cābk)

(
−cis̄ p̄

)]
= −

1
2n

[
cis̄cis̄ p̄k − ciācbs̄cābkcis̄ p̄

]
so

dβ = −
1
n

[
cis̄cis̄ p̄k − ciācbs̄cābkcis̄ p̄

]
dxkdx p̄

dβ(Ek, E p̄) = −
1
n

[
cis̄cis̄ p̄k − ciācbs̄cābkcis̄ p̄

]
(6.1)

=
∑

i

1
n

[
ciı̄p̄k + cı̄skcis̄ p̄

]
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Here and in the following assume that at a point we have

(6.2) −cis̄ = δis

Next we compute R̄ic(KEk, E p̄). Using (6.2)

Ei + Eı̄

Ei − Eı̄

form an orthonormal basis, and we can compute the Ricci

Ric(KEk, E p̄)

=
∑

i

R̄(Ei + Eı̄,KEk, E p̄, Ei + Eı̄) −
∑

i

R̄(Ei − Eı̄,KEk, E p̄, Ei − Eı̄)

=
∑

i

R̄(Ei + Eı̄, Ek, E p̄, Ei + Eı̄) −
∑

i

R̄(Ei − Eı̄, Ek, E p̄, Ei − Eı̄)

using KEk = Ek then using KM relations (Lemma 6.1)

=
∑

i

R̄(Eı̄, Ek, E p̄, Ei) −
∑

i

R̄(−Eı̄, Ek, E p̄, Ei)

= 2
∑

i

R̄(Eı̄, Ek, E p̄, Ei)

= −2
∑

i

R̄(Ek, Eı̄, E p̄, Ei)

o plug this in

Ric(KEk, E p̄) = −2
∑

i

R̄(Ek, Eı̄, E p̄, Ei)

= −2
∑

i

Rkı̄ p̄i = −2
∑

i

(
1
2

cmsc p̄mı̄cs̄k,i −
1
2

c p̄k,iı̄

)
=

∑
i

(
cp̄k,iı̄ − cmsc p̄mı̄cs̄k,i

)
=

∑
i

(
cp̄k,iı̄ + c p̄sı̄cs̄ki

)
Recall (6.1) we confirm that

ndβ(Ek, E p̄) = Ric(KEk, E p̄)

□

6.2. Proof of Claims.

Claim 6.3.
ai jk = a jki + ∇ jωki



FLOWS ON KM METRICS 13

Proof. Symmetric in first two, so

ai jk = h(∇̄e jei, K̃ek) = h(∇̄e jei,Kek) − h(∇̄e jei, ω
l
kel)

= e jh(ei,Kek) − h(ei,K∇̄e jek) − ωl
kh(∇̄e jei, el)

= ∂ jωki + h(Kei, ∇̄e jek) − ωl
kh(∇̄e jei, el)

= ∂ jωki + h(Kei − ω
l
iel, ∇̄e jek) + h(ωl

iel, ∇̄e jek) − ωl
kh(∇̄e jei, el)

= ∂ jωki + h(K̃ei, ∇̄e jek) + ωl
ih(el, ∇̄e jek) − ωl

kh(∇̄e jei, el)

= a jki + ∂ jωki + ω
l
ih(el, ∇̄e jek) − ωl

kh(∇̄e jei, el)

Now we may assume at point at the Christoffel symbols vanish on the induced
manifold. Then the ambient connection on pairs of tangent vectors lies in the
normal direction, and we also have ∂ jωki = ∇ jωki. Conclusion follows □

Proof of Claim 4.1:

∇la jki − ∇ka jli = R̄(el, ek, e j, K̃(ei)) + ω ∗ A ∗ A

Proof. In normal coordinates, just need to compute

∂la jki − ∂ka jli

now

∂la jki = ∂lak ji = ∂lh(∇̄ek e j, K̃(ei))

= h(∇̄l∇̄ek e j, K̃(ei)) + h(∇̄ek e j, ∇̄lK̃(ei))

so (using a jli = al ji

∂la jki − ∂ka jli = ∂lak ji − ∂kal ji

= h(∇̄el∇̄ek e j, K̃(ei)) + h(∇̄ek e j, ∇̄lK̃(ei))

− h(∇̄ek ∇̄ele j, K̃(ei)) − h(∇̄ele j, ∇̄kK̃(ei))

= h(∇̄el∇̄ek e j − ∇̄ek ∇̄ele j, K̃(ei))

+ h(∇̄ek e j, ∇̄lK̃(ei)) − h(∇̄ele j, ∇̄kK̃(ei))

Now the first line is just curvature: Note that

[el, ek] = ∇̄elek − ∇̄ek el

by the torsion free. We also know that by the choice of normal coordinates, we
have =

(
∇̄elek

)⊥
= ∇̄elek and because the normal parts are symmetric, we must have

[el, ek] = 0.
So we get

∂la jki − ∂ka jli = R̄(el, ek, e j, K̃(ei))

+ h(∇̄ek e j, ∇̄lK̃(ei)) − h(∇̄ele j, ∇̄kK̃(ei))

Now using formula
∇̄ele j = Γ

n
jlen − η

mnaml jK̃(en)
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(easily derived)

h(∇̄ek e j, ∇̄lK̃(ei)) = h(∇̄ek e j,K∇̄lei − ∇̄lω
s
i es))

= h(∇̄ek e j,K
[
Γn

ilen − η
mnamliK̃(en)

]
)

− h(∇̄ek e j, ∇̄lω
s
i es))

now at origin conditions

h(∇̄ek e j, ∇̄lK̃(ei)) = h(∇̄ek e j,−η
mnamliKK̃(en))

− h(∇̄ek e j, ∂lω
s
i es + ω

s
i ∇̄les))

Now for the first term, because ∇̄ek e j is normal, we only need to look at the normal
part of KK̃(en) which has a ω component, so this is A ∗ ω. But pairing with the
second fundamental form gives A ∗ ω ∗ ω. For the second term, we have again
normal ∇̄ek e j and the other term is ω ∗ A ∗ A.Combining all the above

∂la jki − ∂ka jli = R̄(el, ek, e j, K̃(ei))
+ A ∗ ω ∗ ω + A ∗ ω ∗ ω.

□

Proof of Claim 4.2:

∇lai jk − ∇kai jl = R̄(el, ek, e j, K̃(ei)) + ω ∗G + ∇ j∇iωkl

Proof. From Claim 6.3

∇lai jk = ∇la jki + ∇l∇ jωki

∇kai jl = ∇ka jli + ∇k∇ jωli

Thus

∇lai jk − ∇kai jl = ∇la jki − ∇ka jli

+ ∇l∇ jωki − ∇k∇ jωli

= ∇la jki − ∇ka jli

+ ∇k∇ jωil − ∇l∇ jωik

= R̄(el, ek, e j, K̃(ei)) + ω ∗ A ∗ A
+ ∇k∇ jωil − ∇l∇ jωik

Now using Ricci identity

∇k∇ jωil = ∇ j∇kωil + R ∗ ω

so

∇k∇ jωil − ∇l∇ jωik = ∇ j∇kωil − ∇l∇ jωik + R ∗ ω
= ∇ j∇kωil − ∇ j∇lωik + R ∗ ω

again using the RIcci identity so we have

∇k∇ jωil − ∇l∇ jωik = ∇ j (∇kωil + ∇lωki) + R ∗ ω
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Now by closedness of the Kähler form

∇kωil + ∇lωki + ∇iωlk = 0

so we get

∇k∇ jωil − ∇l∇ jωik = −∇ j∇iωlk + R ∗ ω
= ∇ j∇iωkl + R ∗ ω

So
∇lai jk − ∇kai jl = R̄(el, ek, e j, K̃(ei)) + ω ∗G + ∇ j∇iωkl

□

Proof of Claim 4.3:

gi jR̄(el, ek, e j, K̃(ei)) = R̄ic(Kek, el) +G ∗ ω

Proof. Consider
gi jR̄(X,Y, e j, K̃(ei))

use Bianchi identity

= −gi jR̄(e j, X,Y, K̃(ei)) − gi jR̄(Y, e j, X, K̃(ei))

Now for the first term, hit with K both of the first, for the second hit the last two
(checking that the parallel operator K behaves on pairs of vectors in the curvature
tensor as it would in the metric)

= gi jR̄(Ke j,KX,Y, K̃(ei)) + giiR̄(Y, e j,KX,KK̃(ei))

= gi jR̄(Ke j,KX,Y, K̃(ei) − giiR̄(e j,Y,KX,KK̃(ei))

= giiR̄(K̃e j,KX,Y, K̃(ei)) − giiR̄(e j,Y,KX, ei))

+ giiR̄(
(
K − K̃

)
ei,KX,Y, K̃(ei)) − giiR̄(ei,Y,KX,

(
KK̃ − I

)
, ei)

=
(
gi j + ηi j

)
R̄(K̃e j,KX,Y, K̃(ei)) − ηi jR̄(K̃e j,KX,Y, K̃(ei))

− gi jR̄(e j,Y,KX, ei)

+ giiR̄(
(
K − K̃

)
ei,KX,Y, K̃(ei)) − −giiR̄(ei,Y,KX,

(
KK̃ − I

)
, ei)

Now by using the symmetric of the trace in i, j and Bianchi, we may swap the
E p̄,KEk and get

=
(
gi j + ηi j

)
R̄(K̃e j,KX,Y, K̃(ei)) − Ric(KX,Y)

+ giiR̄(
(
K − K̃

)
ei,KX,Y, K̃(ei)) − giiR̄(ei,Y,KX,

(
KK̃ − I

)
, ei)

= −Ric(KX,Y) + ω ∗ R

Applying this

gi jR̄(el, ek, e j, K̃(ei)) = −R̄ic(Kel, ek) + ω ∗ R

= R̄ic(Kek, el) + ω ∗ R

using the fact that this Ricci form is alternating. □
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