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Abstract

Humans have a rational reason to seek out and selectively play PD games with others who (for whatever reason) will play cooperatively, while to avoid those who will defect.  It follows that they also have reason to try and persuade others that they will personally cooperate if a game is joined (using terms from Evolutionary Psychology, to “manipulate” others’ beliefs) and, thus, to penetrate to the truth underlying such efforts (to “mindread” others intentions).  We develop an economic model of mindreading and manipulation that can govern exchange relationships in natural circumstances, and report laboratory data showing that, absent constraining institutions that make play with cooperators likely, intending defectors are more likely to be chosen as partners than are intending cooperators.  Intending defectors’ efforts at manipulation appear to be more successful than their potential victims’ efforts at mindreading.  The findings suggest the nature of the problem that must be addressed for would-be traders in the absence of well-enforced rules governing contracts, and we discuss the patterns of behavior that are likely responses in such circumstances. 

In a world without reliably enforced contract law, would-be traders have a strong incentive to find ways of minimizing the possibility of being cheated, that is, of trading with agents who break contracts in ways damaging to ego but profitable to the cheat.  The problem boils down to finding ways to accept trade with trustworthy individuals while rejecting it with untrustworthy ones.  Iterated play (providing personal experience) and gossip (providing others’ experience) are solutions, and so are the ability to mobilize coercion against those who cheat (Gambetta, 1988) and the ability to confine play to members of some population for which there is good reason to expect trustworthiness and reliability in honoring contracts (Carr & Landa, 1983; Landa, 1981). 

Evolutionary psychology has usefully framed this problem in terms of “mindreading” and “manipulation” (Dawkins & Krebs, 1978; Krebs & Dawkins, 1984), emphasizing that the decision to enter an exchange relationship with a given individual is a function simultaneously of the judge’s capacity to penetrate to the truth of a target’s claim to being trustworthy (however explicitly that is expressed), and of the target’s capacity to have the judge believe that claim (whatever is the truth of the matter).  As Trivers (1985) has commented about communication in general:

One of the most important things to realize about systems of animal communication is that they are not systems for the dissemination of the truth.  An animal selected to signal to another animal may be selected to convey correct information, misinformation, or both. (395)

In these terms, we might expect there to have been an evolutionary arms race, in the ancestral past, between capacities that facilitate successful mindreading and those that facilitate successful manipulation. Such an arms race could result in a “standoff” between the two capacities with neither gaining an advantage—as in the “Red Queen effect” (Ridley, 1994) by which investment by natural selection is necessary, even if only to “stay in the same place.”  But such a standoff is not a necessary consequence natural selection, and one or other capacity could gain some advantage.  Employing a cost-benefit analysis, Frank (1988), for example, has argued that evolutionary investment in mindreading (“scrutiny”) will increase as a function of the adaptive costs to be paid from encountering cheats, and a parallel argument could predict that investment in manipulation will be a function of the adaptive gains from successfully cheating.  In such terms, the higher payoff that go, by definition, to defectors in the Prisoner’s Dilemma might predict greater investment in the capacity to cheat than in the capacity successfully detect cheating.

In natural circumstances, of course, such mechanisms as those mentioned at the outset can be expected to operate with some success to sustain a broadly cooperative world, but their importance in that respect must be gauged by empirical evidence about the success that manipulation and mindreading will have in their absence.  That is what we provide here.    

 
We began this work expecting that, consistent with a variety of earlier laboratory findings (Dawes, McTavish, & Shaklee, 1977; Orbell & Dawes, 1993), subjects would be unable to do so better than base rate, and that errors would be random across targets who chose to cooperate and to defect.  To our surprise, however, we observed that intending cooperators were more likely to be rejected as partners than intending defectors, with the latter being chosen as partners more than predicted by the assumption that subjects—despite their presumed best efforts—were selecting randomly with respect to others actual intentions.  Casting this in the above terms from Evolutionary Psychology: Intending defectors appear to have been more able to manipulate others into believing that they would cooperate, thus to enter play with them, than were their victims to recognize those defecting intentions, thus to refuse.  And casting it in terms of finding trustworthy partners:  Absent institutional additions of one kind or another, evolved human capacities for “mindreading” are not sufficient to ensure a solution to the problem of finding trustworthy partners for trading relationships.

A Model of Mindreading and Manipulation


The standard two-person P. D. captures critical aspects of exchange relationships:  It makes mutual gain (the cooperate-cooperate payoff) available to each of two individuals who both pay a modest opportunity cost (the dominant defect incentive) for choosing in that manner;  but it also makes each individual better off when the other pays that price and he or she does not.  Should both accept this “temptation,” no wealth is generated and both players are at best where they started—or, at worst, are poorer through lost transaction costs.  


The PD becomes useful for modeling markets when individuals are thought of not as “prisoners” who must choose between cooperating and defecting with a particular individual, but as being free to choose their partners for such games.  As Tullock (1985) early pointed out, such freedom can provide a “solution” to the dilemma by allowing individuals to leave an exploitative relationship and to seek out a more satisfactory one, thus providing an incentive against defection as well as a reason to advertise cooperativeness (see also Gauthier, 1986; Vanberg & Congleton, 1992).  Such freedom to choose partners is also a precondition for an interest in mindreading and manipulation.  Absent such freedom, individuals’ only choice is between cooperation and defection—when, given the dominance of defection, the other’s choice in those terms is irrelevant to the individual’s own incentives.  Given such freedom, however, individuals must make the prior “Will I play with this individual or not?” choice, perhaps recognizing the possibility of being cheated and, accordingly, exercising their option of not playing this particular game.  Whatever the individual’s own cooperate vs. defect intentions, a potential partner’s own intentions in that respect can be critical to the rationality of entering a game with that potential partner at all (making mindreading a useful skill), just as having others believe in one’s own cooperative intentions—whether or not that belief is justified—can critically expand one’s options for concluding productive relationships with other individuals (making manipulation a useful skill).  


Assume two individuals who encounter each other in circumstances that make their playing a PD game possible, but with no requirement on either’s part that the game be joined.  In natural circumstances, both confront the problem of estimating the other’s cooperate vs. defect intentions and both also confront the problem of convincing the other that they do have good, cooperative intentions.  For modeling purposes, however, we differentiate two roles:  (a) “Targets” are assumed already to have made a choice between cooperation and defection in a joined game with the other individual; (b) “Judges” confront the problem of recognizing what the target’s intentions actually are, thus whether or not to enter the available game.  “Manipulation” is a set of processes by which targets might attempt to persuade judges of their cooperative intentions,
  and “mindreading” is the set of processes that judges employ to penetrate to the truth of such manipulative efforts.


The core of our model is the probability that a given judge correctly predicts a given target’s cooperate vs. defect choice.  This probability is P.  If mindreading were completely successful, this probability would be equal to 1.0, but if it were completely unsuccessful, P would be equal to the base incidence of intending cooperators (thus of intending defectors) in the population Pb.  


P depends on two parameters:  (1) The judge’s mindreading ability, denoted by A;  and (2) the target’s manipulative ability—more particularly, its ability to persuade the judge in question
 of its cooperative intentions—denoted by B.  Importantly, B partitions into a target’s ability to persuade the judge of the truth (“I will cooperate”) when it does intend cooperation, and to persuade it of a lie (“I will cooperate”) when it intends to defect.  B is equal to B1 in the former “truthful” case, and to B2 in the latter “lying” case.  Put differently, B1 reflects a target’s skill at the manipulative persuasion of a judge that it intends cooperation when it truly does do so, while B2 reflects a target’s skill at persuading a judge that it intends cooperation when, in fact, it does not.


The following assumptions define the function P—the probability of a judge’s making a correct prediction—as a function of A, B1, and B2.  First, P is increasing with A, the judge’s mindreading ability.  That is, with other parameters constant, 

P(A1, …) > P(A2, …) if A1 > A2.
This is represented in Figure 1, where the location of Pb, the base rate of cooperation within the population, is arbitrary. 

(Figure 2 about here)

Second, P is increasing with B1 if A is held constant.  That is, whatever the judge’s particular mindreading ability, if it must choose among two intending cooperators, then it will choose the one with the higher B1 value.  Alternatively:  Intending cooperators will be chosen as partners as a function of how persuasive they can make the (true) “I will cooperate” message.  This is represented in Figure 2, where the higher function relates A and P for a cooperative target whose manipulative ability is greater than zero, and the lower function does so for one whose manipulative ability is, in fact, zero.

(Figure 2 about here)


Third, the success of an intending defector in persuading a judge of its cooperative intentions (a lie, of course) depends on its capacity to deceive (B2) in conjunction with the judge’s mindreading capacity (A).  If the target has zero persuasive capacity,
 then P depends entirely on A as stated above, and P(0) = Pb < 1.   However, if the target has some positive mindreading capacity, then P depends on the relative values of A and B2 respectively.  For simplicity, we assume that if A is equal to B2—if, that is, the effect of a judge’s mindreading is exactly cancelled by the effect of a defecting target’s manipulation—then P is equal to the base value (Pb).  More specifically:

If A = B2, then P(A, B2) = Pb.
We also assume that P is decreasing with B2—that the judge’s accuracy decreases with a defecting target’s mindreading capacity.  For any A, B21 and B22,

P(A, B21, …) > P(A, B22, …) if B21 < B22.

Further, an increment in P due to B1 is equal to the decrement in P due to B2 if B1 = B2:

P(A, B1) – P(A, 0) = P(A, 0) – P(A, B2) if B1 = B2
Figure 3 shows: (1) a case where a defecting target’s manipulative capacity is greater than zero but is exactly cancelled by a judge’s mindreading ability (A = B2);  (2) a case where a defecting target’s manipulative capacity is exactly zero and in which, as a consequence, the judge’s P is a function entirely of its own mindreading capacity (A).

(Figure 3 about here)


One further assumption completes the model:  There is a non-zero probability that any given target will cooperate, even though game incentives make it “irrational” for them to do so from a purely economic perspective.  This is justified by a wealth of laboratory experiments in which subjects in PD games do cooperate at often quite high rates when factors known to promote cooperation are “subtracted” by straightforward laboratory manipulations (For one summary of such findings, see Caporael, Dawes, Orbell, & van de Kragt, 1989.)
Predictions

We make three predictions.  The first is straightforward:  In the absence of any manipulative capacity (on the part of targets) or of any mindreading capacity (on the part of judges) then judges’ success in choosing intending cooperators with whom to play will not be significantly different from the base rate of cooperation in the population (Pb).  If mindreading and manipulation were both zero, then judges’ efforts to find cooperators as partners for PD games could be no different—no better and no worse—than what would happen if they made their choices simply by tossing a coin.


The second prediction concerns the case in which the judge’s mindreading (A) is greater than the target’s manipulation (B2):  If A is greater than B2, then intending defectors will be recognized as such and rejected as partners more often than base—thus that intending cooperators will be chosen as partners at a rate higher than base. This follows from the observation that if A > B2, then P(A, B2) > Pb (see Figure 3).  Importantly, notice that higher manipulative abilities by intending cooperators (B1) will increase this effect by increasing the probability of their benign intentions being recognized, while lower such abilities will lower that effect by lowering that same probability.  Because there are three values whose relative magnitudes are involved here, A > B2 could happen by either A > B2 > B1; A > B1 > B2; or B1> A > B2.  Intending cooperators will be chosen more often than intending defectors in all three of these variations.


The third prediction concerns the case in which the judge’s mindreading (A) is less than the target’s manipulation (B2):  If A is less than B2, then intending defectors are recognized less often than the base;  however, their relative success in being chosen depends on the ratio(P(A, B1) – Pb) / (Pb – P(A, B2)). The denominator shows how much mindreading and manipulation add to the probability of cooperators being recognized, while the denominator shows the effect of a potential defector’s deception on that individual’s attractiveness as a partner.   If this ratio is greater than 1—if targets who intend cooperation are better at convincing judges of their true intentions (potentially, with the help of the judges’ mindreading) than targets who intend defection are at hiding their true intentions (potentially helped by judges’ low mindreading)—then intending cooperators will be selected more often than intending defectors.


Figure 4 illustrates the possibilities here.  A* is a threshold value of mindreading at which the ratio is exactly 1—that is, where P(A* ; B1) – Pb = Pb – P(A* ; B2).  However, should the value of A be higher than A*, the former term will also be higher and, correspondingly, the latter one will be lower, meaning that intending cooperators will be disproportionately recognized.  And should the value of A be lower than A*, the former term will be lower and the latter one higher—meaning that intending defectors will be disproportionately accepted as intending cooperators.  Of all six possible permutations among A, B1 and B2 , there are only two in which it is possible, although not necessary, that defectors will have an advantage.  These are:

1. B2  > A > B1 and

2. B2 > B1 > A.

In all other cases, values of A and B1 mean that cooperators will have an advantage and defectors will be disproportionately rejected as partners.

(Figure 4 about here)

Experiments

The basic design involved fourteen subjects each with the option of playing prisoner’s dilemma games with others in that population, but under various rules governing selection of partners.  In some cases, subjects could select the individuals with whom they wanted to play, while in others, partners were determined by chance and/or decisions made by other subjects.  All subjects were volunteers from 400-level and 100-level undergraduate Political Science classes.
  Experimental design in the two classes was the same, but we report the findings in each case separately;  the second replication was conducted because the results from the first were so unexpected;  as will become clear, however, findings from the second set of experiments were consistent with the first.  No subject was allowed to participate in more than one experiment.  Games were played on standard Prisoner’s Dilemma matrices with, of course, the positives being higher for defectors and the negatives being lower for cooperators.


In the beginning of the experiments, subjects were divided randomly into two sets, a “blue” set holding blue cards and a “red” set holding red cards.  Thirteen PD games were played during each experiment, with “red” subjects playing “blue” subjects according to the rules outlined below.
  Subjects in each set were seated in full view of each other, as well as of those in their own set.  Members of each set were randomly assigned visible identification numbers between 1 and 7.  All decisions were recorded by subjects on clipboards, with strict instructions for them to use those clipboards ina manner such that others in the experiment could not see what they were writing.  Subjects were informed about their intermediate scores after game 5, and about their final, cumulative score after the last (thirteenth) game.


Condition 1, Games 1 – 5: Baseline.  Subjects in each set were randomly paired off with subjects from the other set without their knowing the identity of the individual with whom they were paired—thus absent any cues they might have found useful in their decision making.  SUbjects did not know the outcome of particular, successive games, nor were they informed about the set of partners with whom they had actually played;  they were only told their cumulative score after these five games.  The purpose of this condition was to discover the base propensity to cooperate among this subject pool. 


Condition 2, Games 6 – 9:  Free choice of partners.  In games 6 and 7 of this condition, subjects in the blue set were allowed to select any partners from those in the red set, while in games 8 and 9 subjects in the red set were allowed to select any partners from those in the blue set.  In games 6 and 7, subjects in the blue set were judges, making assessments of subjects in the red set who were targets;  roles were reversed in games 8 and 9.  There were no constraints on judges in their choices;  at one extreme, all judges might have chosen to play with a single target, while at the other, each judge might have chosen to play with a different target.  Targets had no information about whether or not they had been selected as a partner in a particular round.  No information was released about subjects’ scores during these four games.


Condition 4, games 12 –13:  Auctioning off partners.  In game 12, subjects from the blue set acted as judges and those in the red set acted as targets, while in game 13 those roles were reversed.  Judges made sealed bids for members of the target set with whom they wished to play. In effect, members of the target sets were “auctioned off” with the winner in the particular case being the judge making the highest bid.  Judges could bid on any target, with the highest bit providing that particular target as a partner—and, thereby, nullifying other bids for that target.  The amount of a successful bid was deducted from the profits of the successful judge at the end of the particular sequence.  Importantly, no information was provided about the cooperate vs. defect choices of the targets who were more or less “valued” by judges.  Also, while judges were informed whether or not they had “won” a particular target in the bidding process, targets did not know whether or not they had been selected nor the amount of the bids that had been made for them or for others as partners. 

Results

Tables 1 and 2 report, respectively for the two replications, targets’ frequency of being chosen by judges as a function of their own propensity to cooperate (condition 1) and various rules under which judges made their selections (condition 2 in the first two rows, and conditions 3 and 4 in the subsequent rows).  The broad results, consistent across both replications, are:  

(Tables 1 and 2 about here)

Result #1:  Despite the game incentive to defect, a significant proportion of subjects cooperated.

Support:  

In the first set of experiments (Table 1), 13 out of 132 subjects cooperated more than two times out of the five games played in the first condition; another 20 cooperated once or twice.  In the second set of experiments, these numbers are 14 and 15 out of 102.  Thus, approximately one quarter of subjects in both replications had at least some (expressed) propensity to cooperate.

Result #2:  Under conditions 2, 3 and 4 (when judges had the opportunity to select partners), there is a consistent bias in favor of their selecting fewer rather than more cooperative targets.

Support: 

(a) The data in condition 2 for both experiments report the probability of targets’ either not being chosen at all (row one) or being chosen b more than one person (row two).  The probabilities in row one are low for subjects with no propensity to cooperate (.07 and .08 respectively) and relatively high for targets with a strong propensity to cooperate (.23 and .21 respectively).  Conversely, in the second row of the two tables the probabilities of a subject’s being chosen by more than one judge are high for targets with no propensity to cooperate (.18 and .22 respectively) and low for targets with a strong propensity to cooperate (.12 and .03 respectively).

(b) The data in condition 3 for both experiments report the probability of a target’s being chosen in the first half of the list, when subsequent judges were choosing from among the targets not selected by prior judges.  These probabilities are very high for targets who had no propensity to cooperate (.56 and .62 in the respective replications) and much lower toward the right of the table.

(c) The data in condition 4 for both experiments report the probabilities that a judge’s bid for a particular target is higher than the average such bid.  Again the findings are consistent across both replications:  The probability of a bid’s being higher than average is well above .5 for targets who did not cooperate and much below that in the other two target categories.

Result #3:  (a)  Targets were broadly consistent in their cooperate vs. defect choices between the baseline condition (condition 1) and the conditions that involved selection of targets by judges (conditions 2 – 4).

(b)  Within groups of targets organized broadly by their propensity to cooperate, the probability of cooperating did not differ between those who were chosen by judges and those who were not chosen. 
(Tables 3 and 4 about here)

Support:  

(a) From tables 3 and 4, in both replications, the ex post cooperate vs. defect ratio declined across the “strong,” “some” and “none” ex ante (base line) categories. This result holds for targets who were both chosen and rejected by judges.

(b) The ratios of ex post cooperate vs. defect choices among targets who were chosen vs. not chosen are very close.  In fact, this holds for the “strong,” “some” and “none” ex ante categories in both replications.  (For example, among the “strong” ex ante category in the first replication, Table 3, Row 1, these ratios are 5 and 5.6 respectively.)

Result #4:   We reject the hypothesis that—even in an information sparse environment such as our laboratory—judges’ mindreading and targets’ manipulative skills are irrelevant to the choice of partners for prisoner’s dilemma play. 
Support:  Prediction number one (above) is that, absent manipulative and mindreading capacities being employed in the selection of partners, the probability of a subject’s being chosen vs. not chosen will not depend on that subject’s actual intentions between cooperation and defection;  the best prediction will then be the base rate of cooperation vs. defection in the population.  However, result #2 above shows that targets’ propensities to cooperate do predict judges’ propensities to choose them as partners. 

Result #5:   We can not reject the hypothesis that intending defectors’ manipulative skills are stronger than both intending cooperators’ manipulative skills and judges’ mindreading abilities.

Support:   Prediction 3 of the model developed above is that the dominance of defectors’ manipulative skills over those of cooperators, and their dominance also over judges’ mindreading skills, will lead to a negative correlation between cooperative intentions and the probability of targets’ being chosen by judges.  Result #2 shows that our data are consistent with this prediction. 

Result #6:   We can reject the hypothesis that the relationship among intending defectors’ manipulative skills, intending cooperators’ manipulative skills and judges mindreading abilities is any different than the relationship reported in result #5.
Support   Prediction 2 of the model suggests that any combination of the three parameters other than the one described in result #5 would in fact produce a positive correlation between judges’ choices and targets’ cooperative behavior.  Result #2 is inconsistent with this possibility.  

Discussion and Conclusions


In terms of the model outlined above, the main result of our analysis is that intending defectors’ manipulative capacity (B2) is greater than both the corresponding manipulative capacity of intending cooperators (B1) and judges’ mindreading abilities (A).  This granted, we are not in a position to differentiate among the two further possibilities—that judges mindreading abilities are generally superior to the manipulative abilities of cooperative targets (B2 > A > B1) and that judges’ mindreading abilities are generally inferior to the manipulative abilities of cooperative targets (B2 < B1 > A).  As shown above, the data are consistent with both of these alternatives.

Metaphorically, this result might compare to a situation in which better and worse hunters are both seeking to capture some profitable prey—with the “prey” in this case being individuals who will play cooperatively in Prisoner’s Dilemma games.  Everyone—intending cooperators and defectors alike—wants to enter play with such cooperators, but intending defectors might be more adept at manipulating the expectations of such “profitable partners” than intending cooperators.  From the perspective of the desirable “prey,” it might be that intending cooperators are less adept at the mindreading necessary to avoid the traps set by intending defectors than are intending defectors themselves—and, of course, both processes might be operating to the same end.  Our study was not designed to differentiate between these possibilities, or to identify the nature of any manipulative cues passing between subjects, but it is noteworthy that the observed difference appeared in a particularly “stimulus deprived” environment, absent many of the cues—notably, verbal cues—that would be possible in a natural world situation.  


At first sight, this finding appears contrary to current theory about the processes by which we go about mindreading others’ intentions.  As mentioned earlier, for example, Frank (1988) developed the standard idea that evolution works on a cost-benefit basis, in this particular case installing mechanisms for the “scrutiny” of potential partners up to the point at which marginal cost equals marginal benefit, with marginal benefit being a function of the incidence of intending defectors in the relevant population.  Frank was particularly interested in mechanisms for cue-giving that are beyond our conscious control, thus being immune to deliberate manipulation;  by his argument, such cues are more believable because they are beyond our conscious control, thus can work to our advantage.  

Similarly, evolutionary psychologists Cosmides and Tooby (Cosmides, 1989; Cosmides & Tooby, 1992) have provided empirical support for the hypothesis that the huge adaptive importance of exchange relationships in humans’ past has resulted in our having special purpose, domain specific capacities for reasoning about whether or not a “social contract” relationship has been violated.  To the extent that such mechanisms work, we might predict that intending defectors are recognized, thus recognized by others as such, by intending cooperators and intending defectors alike.  Other studies have addressed the cues that judges employ in their efforts to spot intending cooperators and defectors (e.g., memory for faces Mealey, Daood, & Krage, 1996), the attributes of others that judges use—rightly or wrongly—from which to infer intentions (e.g., physical attractiveness Mulford, Orbell, Shatto, & Stockard, 1998) and cognitive shortcuts for developing expectations about others’ intentions in such games (e.g. projecting one's own intentions onto others, Orbell & Dawes, 1991, 1993).


Of course, studying the mechanisms by which judges try to recognize others’ intentions is a different enterprise from studying the extent to which such processes actually work under particular circumstances, and—as the model spelled out above suggests—the extent to which mindreading actually works depends on the extent to which manipulation actually works, and vice versa.  We note that there has been much less research addressing the processes by which targets who intend defection (or, indeed, who intend cooperation) go about manipulating the beliefs of others about their own cooperative intentions (although see Ekman, 1992; and Trivers, 1985, chapter 16, “Deceit and Self-Deception”).  Consistent with Cosmides and Tooby’s evolutionary logic, we should expect to find evidence of special purpose, domain specific mechanisms for successful manipulation of others beliefs, just as much as we should expect evidence of such mechanisms for successful mindreading.  


Perhaps the laboratory circumstances in which our subjects found themselves were relatively extreme in their absence of natural world mechanisms by which people develop more-or-less accurate estimates of others’ intentions.  Subjects had no opportunity to make commitments or promises to each other, an opportunity that is known to greatly increase the incidence of cooperation (Komorita, 1996; Orbell, Dawes, & van de Kragt, 1988, 1990; Ostrom, Walker, & Gardner, 1992), and there was certainly no mechanism by which they could expect such commitments, if made, to be enforced.  Neither were their games iterated, depriving them of a record of past experience with particular individuals that could be used to predict (thus sanction) future performance (Axelrod, 1984; Komorita, 1996; Orbell et al., 1988, 1990; Ostrom et al., 1992; Trivers, 1971).  Our subjects were obliged to base predictions entirely on whatever cues they could glean simply from others’ appearance and, perhaps, bodily movements;  perceived physical attractiveness, at least, is known to be a seriously flawed predictor of cooperation in prisoner’s dilemma games (Mulford et al., 1998). It is possible, therefore, that laboratory circumstances reduce intending cooperators’ capacity to penetrate intending defectors manipulative efforts beyond what would be the case in a more normal, interactive world with sustained relationships and communication.
  That said, however, it is also true that those same laboratory circumstances were substantially devoid of opportunities for subjects to manipulate others’ expectations to their own advantage. Exactly how intending defectors managed to persuade their “prey” of their benign intentions, and to do that more effectively than the latter’s efforts to recognize the truth of their predatory intentions, remains an important question for further research. 


More generally, we speculate that the natural world success of intending defectors in this respect will be a function of the extent to which formal and informal institutions operate to facilitate or inhibit such success.  Perhaps, for example, such “traps” will be particularly likely to work in societies that are in a transitional phase between centralized and market economies—when the freedom to trade is in place but before the full range of institutions surrounding such freedom in more developed market economies (notably contract law) is also in place. Alternatively, recognizing the dangers of the situation that they are in, people in such societies would have reason to invest in networks of traders they can confidently trust, perhaps criminal networks characterized by known coercive capacity (Gambetta, 1988), or perhaps ethnically homogeneous groups, the members of which are easy to identify and likely to share a particular and known ethic ( Carr & Landa, 1983; Landa, 1981).


In general, the superior payoffs available to defectors in exchange economies mean that such economies will always be subject to efforts by intending defectors to find and exploit intending cooperators, and our findings suggest that this is an empirically real threat to honest traders—thus, to the success of such systems.  But the rationality of making such efforts, and their success in our sparse laboratory environment, does not require that they be successful in the natural world, and in that natural  world traders are likely to seek out and design institutional patterns that militate against the ability of cheats reliably to exploit their honest targets.  

Tables 1 and 2. Choices made by different types of subjects in the exploratory experiments

Set #1 (11 Experiments; 132 Subjects)

	
	Number of Cases
	Propensity to Cooperate (according to Condition #1)

	
	
	None (0 out of 5)

99 Subjects
	Some (1 or 2 out of 5)

20 Subjects
	Strong (more than 2 out of 5)

13 Subjects

	Condition #2
	Probability of not being chosen at all.
	25
	.07
	.15
	.23

	Condition #2
	Probability of being chosen by more than one person
	43
	.18
	.1
	.12

	Condition #3
	Probability of being chosen in the first half of the list (when choosing “in turn”) normalized by each group
	132
	.56
	.375
	.19

	Condition #4
	Probability that a bid on a subject is higher than average
	132
	.54
	.375
	.46


Set #2  (10 Experiments; 102 Subjects)

	
	Number of Cases
	Propensity to Cooperate (according to Condition #1)

	
	
	None (0 out of 5)

73 Subjects
	Some (1 or 2 out of 5)

15 Subjects
	Strong (more than 2 out of 5)

14 Subjects

	Condition #2
	Probability of not being chosen at all.
	19


	.08
	.03
	.21

	Condition #2
	Probability of being chosen by more than one person
	40
	.22
	.23
	.03

	Condition #3
	Probability of being chosen in the first half of the list (when choosing “in turn”) normalized by each group
	102
	.62
	.2
	.21

	Condition #4
	Probability that a bid on a subject is higher than average
	102
	.59
	.33
	.21


Tables 3 and 4. Ex-Post Behavior of “Chosen” vs. “Not-Chosen” Subjects

Set #1 (11 Experiments; 132 Subjects)

	
	Not Chosen 


	Chosen

	Benchmark propensity to

cooperate
	Number of times cooperated


	Number of times

defected


	Ratio


	Number of times cooperated


	Number of times

defected


	Ratio



	Strong 
	5


	1
	5
	17
	3
	5.66

	Some
	3


	3


	1
	15
	19
	.79

	None
	1


	12
	.08
	15
	157
	.09


Set #2  (10 Experiments; 102 Subjects)

	
	Not Chosen 


	Chosen

	Benchmark propensity to

cooperate
	Number of times cooperated


	Number of times

defected


	Ratio


	Number of times cooperated


	Number of times

defected


	Ratio



	Strong 
	4


	2
	2
	16
	6
	2.66

	Some
	0


	1


	0
	12
	17
	.71

	None
	0


	12
	0
	4
	130
	.03


Figure 1.  Probability of uncovering other person’s true intentions as a function of mindreading skills A (B1 =B2=0)

PRIVATE 





Figure 2.  Probability of uncovering other person’s true intentions to COOPERATE as a function of individual mindreading skills and other person’s capacity to manipulate PRIVATE 






Figure 3.  Probability of uncovering other person’s true intentions to DEFECT as a function of individual mindreading skills and other person’s capacity to manipulate PRIVATE 


Figure 4. 
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�   Whatever a target’s actual choice, we assume that his or her manipulation will always—implicitly or explicitly—involve the message:  “I will cooperate.”  Since entering play with a defector is never rational, all targets will want all judges to believe in their cooperative intentions, whether that belief is true or false, making manipulation is as much a problem for intending cooperators as for intending defectors � ADDIN EN.CITE <EndNote><Cite><Author>Orbell</Author><Year>2004</Year><RecNum>661</RecNum><MDL><REFERENCE_TYPE>0</REFERENCE_TYPE><REFNUM>661</REFNUM><AUTHORS><AUTHOR>Orbell, John</AUTHOR><AUTHOR>Morikawa, Tomonori</AUTHOR><AUTHOR>Hartwig, Jason</AUTHOR><AUTHOR>Hanley, James</AUTHOR><AUTHOR>Allen, Nicholas</AUTHOR></AUTHORS><YEAR>2004</YEAR><TITLE>&apos;Machiavellian&apos; Intelligence and the Evolution of Cooperative Dispositions</TITLE><SECONDARY_TITLE>American Political Science Review</SECONDARY_TITLE><VOLUME>98</VOLUME><NUMBER>1</NUMBER><PAGES>1-15</PAGES></MDL></Cite></EndNote>�(Orbell, Morikawa, Hartwig, Hanley, & Allen, 2004)�.  


�    While this might be a generalized capacity bought to bear by a target on all judges that it encounters, for modeling purposes it is specific only to “this” particular judge—an approach that does allow for different judges being differentially susceptible to particular persuasive tactics.  


�   Alternatively, perhaps, should the target decide—for some reason—against deception.  In the interests of both simplicity and symmetry, however, we assume that there is no discretion for either intending cooperators or intending defectors in the attempt to persuade judges of their cooperative intentions. 


�    “The Politics of Everyday Life” taught by Myagkov.   Students in this class were introduced to the diversity of games analyzed by game theorists, and to their manifestation in everyday life.  They received some class credit for their participation, with the possibility of winning a few extra points as a function of their success in capturing earnings in the course of the experiment.  


�    Subjects accumulated points toward class credit across a set of games.  With the subject’s own decision in row and the partner’s in column, the subject’s payoffs in a joined game were:  





�
Other’s decision: Cooperate�
Other’s decision:


Defect�
�
Subject’s own decision:  


Cooperate�



5�



0�
�
Subject’s own decision:


Defect�



8�
 


2�
�



�   Instructions read to subjects and forms used by subjects are available on Myagkov’s website:  � HYPERLINK "http://darkwing.uoregon.edu/%7Emyagkov/" ��http://darkwing.uoregon.edu/%7Emyagkov/� 


�   Bohnet and Frey � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Bohnet</Author><Year>1999</Year><RecNum>779</RecNum><MDL><REFERENCE_TYPE>0</REFERENCE_TYPE><REFNUM>779</REFNUM><AUTHORS><AUTHOR>Bohnet, Iris</AUTHOR><AUTHOR>Frey, Bruno S.</AUTHOR></AUTHORS><YEAR>1999</YEAR><TITLE>The sound of silence in prisoner&apos;s dilemma and dictator games</TITLE><SECONDARY_TITLE>Journal of Economic Behavior and Organization</SECONDARY_TITLE><VOLUME>38</VOLUME><PAGES>43-57</PAGES></MDL></Cite></EndNote>�(1999)� have shown that cooperation can be increased simply by subjects being able to identify those with whom they are playing in PD, and in most of our conditions subjects were, indeed, able to identify those with whom they were playing—potentially, therefore, increasing the rate of cooperation beyond what it would be otherwise.  Our present concern, however, is not the traditional one of identifying circumstances that increase cooperation, but the possible differential capacity of intending cooperators and intending defectors to identify each other, thus to play selectively when it is to their advantage to do so.
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