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I offer here some background for Chapter 1 of J. J. Sakurai, Modern
Quantum Mechanics.

1 Vectors over the complex numbers

What is a vector? Ome can take two approaches, one very concrete, one
abstract. Ultimately, the abstract approach is most useful and the concrete
approach is even a bit misleading. However, both are useful.

We consider vectors ¢ in an N-dimensional vector space over the complex
numbers. In the concrete approach, such a vector is a list of N complex
numbers:

Q/J:{l/;lvd;%'”?l/}]\/} . (]'>
There is a special vector, the zero vector, defined by
0=1{0,0,0,0} . (2)

If ¢ is a complex number, we can define multiplication by c as

Cw = {ClZl,C’lZQ, Ce 7C&N} . (3)

If ¢ and ¢ = {qgl, by \ O N} are two vectors, we can define addition of these
vectors as R o R ~ R
V4o ={Y1+ 1,2+ ¢2,..., YN +ON} - (4)
In the abstract approach, we say that an N-dimensional vector space
Y over the complex numbers is a set of vectors v € V together with two
operations: multiplication by a complex number and addition of vectors.
Thus we postulate that if ¢) € V and ¢ is a complex number, then cy € V.
Furthermore, if ¢y € V and ¢ € V, then v + ¢ € V. We also postulate that
there is a vector 0 € V with 0 = 0. Finally,

(i) = er(ea ) (5)
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(c1+ )Y = crtp + et (6)
and
c(p+¢)=ch+co . (7)
These properties say what a vector is, but do not say what “/N-dimensional”
means. To define this, we first define “linearly independent” and “linearly

dependent.” A set of vectors® 11,1, ...,1, is linearly independent if, for
any complex coefficients ¢y, ¢, . .., cp,

capr+etha + -+ epth, =0 (8)
only if
cp=co=--=¢c,=0. (9)
If a set of vectors is not linearly independent, then it is linearly depen-
dent. Thus vy, s, ..., 1, is linearly dependent if there are some coefficients
c1,Ca, ..., C, that are not all zero such that
capr + e+ epth, =0 . (1())

In this case, at least one of the coefficients, call it ¢,, is non-zero. Then

Yo=Y (eifea) i (1)

i#a

That is, if ¥y, 9, ..., 4, are linearly dependent, then one of them can be ex-
pressed as a linear combination of the others. This gives us the needed defini-
tion: V is N-dimensional if there is at least one set of N vectors 11,19, ..., 90N
that is linearly independent and if any set of N 4 1 vectors is linearly depen-
dent.

A set of N linearly independent vectors 7); in a vector space of dimension
N is called a basis for V. Once we have a basis, any other vector ¢ can be
expressed as a linear combination of the basis vectors,

N
o= Z ci; (12>
i=1

31 apologize that here 11, 19, etc. are vectors, whereas in the concrete example I used
a very similar notation 1;1, 1/;2, etc. for complex numbers that are the components of a
single vector. Fortunately, the bra-ket notation that we will use generally does not suffer
from this notational difficulty.



A basis for our concrete example is

v ={1,0,0,...,0} ,
Py ={0,1,0,...,0} (13)

n ={0,0,0,...,1} .

In this course, we will (usually) use a notation for vectors in which a
vector is represented as |¢>, called a ket-vector or just a ket. Here the “i)”
can be any name that distinguishes the vector from other vectors. Thus,
for instance, if we have vectors 1,1, ...,% N, we can denote them by kets

11),]2),....|N).

2 Inner product

For quantum mechanics, we use a vector space V over the complex numbers
that has an inner product. For any two vectors ¢ and ¢, the inner product
(¢,1) is a complex number. The inner product is linear in the first (right
hand) factor and conjugate-linear in the second factor:

(¢, 11 + cvbg) = c1(@, 1) + ca(P,12)

14
(c101 + oo, V) = 11, ¥) + c3(@2, ) 14

Furthermore
(¢, 9) = (¥, 9)" . (15)

Evidently, (1,) is real. We postulate that

(1, ¢) =0 (16)

and if ¢ #£ 0,
(¥, 9) >0 . (17)

In our concrete example, the inner product could be
N

(6,0) =D i (18)

In this course, we will usually use the notation
(6:9) = (¢[¥) (19)
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for the inner product. We call <¢‘ a bra-vector, or just a bra. I usually think
of bras as kets just written backwards so as to provide a convenient notation
for inner products. Sakurai interprets the bras as belonging to a different
space from the kets. Then there is a mapping that he calls “DC” that maps
a ket |¢> into its corresponding bra <gz$| If you think of it that way, then the
mapping is conjugate-linear: if

|6) = c1|61) + ca|2) (20)
then
(o] = (1| + c5(00| - (21)
With the bra-ket notation
(ov) = (vlo)" - (22)

With the bra-ket notation, the property that the inner product is linear in
the ket vectors is stated as

Ol (erln) +ealitn)) = ex(oln) + ea(]n) (23)

The property (c1¢1 + cap2, 1) = & (P1,1) + c5(Pa, 1) is a little more awkward
to state. If ‘qﬁ> = cl}¢1> + 02‘¢2>, then, using Eq. (21), we can write

(0lv) = (ci(on] + cs(on] ) [0) = ei{onl) + ca(dnlw) . (24)

Thus the bra-ket notation makes it easy to get things right as long as we
remember Eq. (21), although it is a little tricky to express what the postulates
are.

With the bra-ket notation, the zero vector is usually represented as just
0 without a ket symbol. Thus we might write |gz5> + |w> = 0. We could
write ‘gb> + ‘¢> = ‘zero>, but people usually don’t do that. One often sees a
notation ’O>, but that can mean “ground state of a harmonic oscillator” or
“vacuum state” or something else other than ‘zero>.

3 Interpretation of the inner product

Suppose that |¢> is a state vector normalized to <¢|¢> = 1. Suppose further
that we know how to measure whether our physical system is in state |¢>
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For instance, we can determine if an atom is in a state ‘SZ, +> by sending it
through a Stern-Gerlach apparatus with its magnetic field in the z-direction
and seeing whether its path is bent in the z-direction.

Suppose that |1/1> is a state vector normalized to <1/J|2/1> = 1 and that
we know how to prepare a system so that we know it is in state ’¢> For
instance, we can prepare an atom in a state |SZ, +> by sending some atoms
through a Stern-Gerlach apparatus with its magnetic field in the z-direction
and selecting one whose path is bent in the z-direction.

Suppose in addition that }¢> is a state vector normalized to <¢‘¢> =1
and that we know how to measure whether the system is in state }¢> For
instance, we can measure whether an atom in a state |S$, +> by sending
the atom through a Stern-Gerlach apparatus with its magnetic field in the
x-direction and seeing if the path of the atom is bent in the z-direction.

Then if we prepare a system in state |z/1>, the probability that we will
find upon the appropriate measurement that it is in state ’¢> is |<qb}1/1>|2.

Note that to make this interpretation work, we always represent a system
that is in a definite quantum state by a vector }¢> with the normalization

(V) = 1.

4 Orthonormal basis

If |1>, |2>, ey N> form a basis for our space, there is, in general, no
particular behavior of the inner product <z| J > However, a basis can be
“orthonormal”, which means that

4 1L 1=y
<Z‘j> {O i (25)
This connects to the physical interpretation. Suppose that we know how to
prepare states represented by vectors ‘z> with the normalization <z|z> =1 for
each 7. Suppose further that experiment shows that if the system is prepared
in state |2> and we measure whether it is in state ’j> for j # 4, then the
probability that the system will be found to be in state ‘ J > is zero. That
means that <z‘ J > = 0. That is, the vectors }z> form an orthonormal basis for
the space of quantum states.

An example of this is the two states |SZ, —i—> and ‘SZ, —> describing the
spin of an electron.



In Sakurai, the term “base kets” refers to an orthonormal basis. I will
usually also be a little sloppy in language and refer to “basis kets ’2’>” with
1 =1,..., N when I mean an orthonormal basis.

There is a useful relation for an orthonormal basis. Since it is a basis, any
vector |gb> can be expressed as a linear combination of the basis elements,

o) = ici|i> . (26)

=1

From this, we can find the expansion coefficients. We have

(j]8) = Zcz jliy=r¢; . (27)

Thus the expansion can be written

= é@@m . (28)

We usually write this in the form

= i:; i) (il¢) . (29)

Notice how this works with the probabilistic interpretation of inner prod-
ucts. Let us assume that ‘¢>, normalized to <¢‘¢> = 1, represents a physical
state. Suppose that the basis states ‘z> correspond to possible results of a
measurement. For instance, the basis states could be ‘Sz, —i—> and ‘SI, —>.
Recall that the condition < ‘ j> = 0 when ¢ # j means that if measurement
shows that our system is in state |z> then we are sure that it is not in state
‘ ]> For example, if we send an atom through a Stern-Gerlach apparatus,
then if it went up, it did not go down and if it went down, it did not go up.
Now the normalization condition <¢|¢> =1 gives

L= (o]} = (9 (iww)—i (il = Il 0

This says that the sum of the probabilities to get the various results 7 is 1.
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FEzercise 1.1 Let us postulate that the state space for a spin 1/2 system is
spanned by an orthonormal basis consisting of two basis vectors, |SZ; +> and
‘SZ;—>. Define

1 1
|S5+) = ?|Sz%+> + ?‘Sz; =) o
|Sx;_>zﬁ|5z§+>—ﬁ‘sz;—> .

Show that the vectors ‘Sx; +> and ‘Sx; —> form an orthonormal basis.

Ezercise 1.2 Since |Sx; +> and |Sx; —> form an orthonormal basis, we can
expand |SZ; +> in this basis,

Similarly, we can expand |SZ; —> in this basis,
!Sz;—> :c+_‘5x;+>+c__|5m;—> ) (33)

Use Eq. (29) to find the coefficients ¢;;.

FEzercise 1.3 Another basis for the state space for a spin 1/2 particle consists
of the states

|Sy; +) = %!Sz;ﬂ + %@s =)

1 i &2
Syi—) = —=|5 ——=|S:s-) -
=) = 1S.5) = 5[ -)
These vectors can be written in terms of the basis vectors ‘Sx; :|:>,
’Sy;+> :d++}8x§+>+d—+|sx;_> ) (35>

’Sy; —> = d+_}Sx; +> + d__|Sz; —> )

Use Eq. (29) to find the coefficients d;.




I should point out that the sign conventions used in these exercises are
from Sakurai (1.4.17). This agrees with Sakurai’s tentative choice in (1.1.14)
but not with the tentative choice in (1.1.9).

The states ’Sy, :|:> can be prepared and measured with a Stern-Gerlach
apparatus with magnetic field oriented along the y direction. Note that we
need factors of ¢ in the coefficient relating these vectors to |Sx,:|:>. This
illustrates why we choose a vector space over the complex numbers rather
than over the real numbers for representing a quantum system.

5 Operators

A linear operator A on the space V maps a vector |¢> to another vector
‘W> = A|w> The mapping is linear,

A(Cl‘@/)1> + CQ|¢2>> = 61A|¢1> + CQA|¢2> . (36)

Evidently, any linear combination of linear operators defines another linear
operator:

(aA+ BB)|v) = aA|p) + BB|y);. (37)
There are two special operators, the null operator “0”,
0jv) =0, (38)

and the unit operator “17,
o) = |v) . (39)
One can define the product of two linear operators in a straightforward
fashion: the product C' = AB is defined by C‘¢> = A(B‘lb». Note that in
general AB and BA are not equal to each other.
The bra-ket notation provides a slick way to represent certain operators.
We can interpret the symbol ‘1/J><gb‘ as an operator. If A = }¢2><¢1 , the
action of A on a state v is

Ale) = (|e2)(on])[0) = |o2) ((0r]e)) = [ea) (alw) . (40)

For instance, if we have an orthonormal basis |z>, then Eq. (29) gives us a
way to write the unit operator

1= Z i) (i . (41)
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We will use this often. A good example is to express the action of an arbitrary
operator A in terms of an (orthonormal) basis with basis vectors |z> Let
A’Q/J> = ‘¢> Using the basis vectors |2>, the j-component of W> is

by = (j|v) (42)

and the ¢-component of ’¢> is

¢i = <2’¢> : (43)
These related by

Gl6) = (ilAlw) = (A1) = S GlAlGle) - @9

J

Then this has the form of a matrix multiplication,
¢; = Z Aty (45)
J

where the matrix elements are

We can also use the “unit operator insertion” method to find the matrix
elements of a product of two operators

(14BL) = {41 813) = 3 Gl BL) (7

That is, the matrix that represents AB is the matrix product of the two
matrices that represent A and B.

Ezercise 1./ The operators that represent the three components of spin for a
spin 1/2 system are S,, S, and S,. The matrix elements of these operators
in the ‘SZ, i> basis are

1
<SzuZ Sx’527]> - 5 (Ur)ij )
, 1
<Sz7i|5y"sz>]> = 5 (Jy)ij ) (48>
: : 1
<Szul}8z’527]> = 2 (Uz)ij )
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where (displaying the i = + elements first and the i = — elements second)
(0 1
giL‘ - 1 0 )
0 —

/10
%= o -1

Define the “comutator” of S, with S, by [S;, S,] = SzS, — S,S,. Show that
Sz, Sy = 1S,. What is [S,, S.|? What is [S,, S;|?

6 The adjoint of an operator

Suppose that A is a linear operator. Then we can define another operator AT,
called the adjoint of A. We say that A" applied to a state |<;§> gives another
state ’qﬁ’> = AT‘¢>. To say what ‘qﬁ’> is, we give its inner product <gz§’|z/1>
with any state ‘@/}>

(¢|v) = (elA]v) - (50)
If we use our alternative notation for vectors and inner products, the defini-
tion is

(ATo,v) = (¢, A9) . (51)
Unfortunately, the bra-ket notation does not allow us to write the definition
of the adjoint of an operator in this simple way. The best that we can do is
to use

(v]AT]g) = (s]A[)" . (52)
Note that taking the adjoint twice is the same as doing nothing:
(@AM o) = (o]AT|w)" = ((v[A]6)")" = (¥[A]¢) . (53)
for every pair of vectors ‘1p> and |gb>, SO
(AT =A . (54)

If we have two operators A and B and define C = AB, then what is C?
We have

(CTo,v) = (6, CY) = (¢, ABY) = (Al¢, By) = (B'A¢,9) | (55)
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SO
Ct = BiAT . (56)

There is a simple relation between the matrix elements of A and those of
AT, Using Eq. (52), we have

(i|AT7) = (i|Al)" - (57)

Thus the matrix elements of A’ are the complex conjugates of the matrix
elements of A with the indices reversed.

When we use the bra-ket notation, we can say that an operator A can
act backward on a bra,

(p|A={(¢| . (58)
The new bra vector <¢’ ! is defined by Eq. (50). Then the corresponding ket
vector is |¢’> = AT‘¢>. Thus also if

') = Alo) (59)

then
(¢'| = (g|AT . (60)

An operator A is self-adjoint (or “hermitian”) if
Al =A . (61)
An operator U is “unitary” if UT = U~!, that is if
Ulv=1. (62)
We will explore self-adjoint operators and unitary operators in subsequent
sections.
7 Unitary operators

Suppose that |¢> and |¢ are two vectors and that U is a unitary operator.

Define [¢') = U|¢) and |¢') = U|¢). Then

(@) = (|UU¢) = ([ 1]w) = (d]v) - (63)

That is, a unitary operator preserves inner products.
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For this reason, we use unitary operators to represent symmetry opera-
tions. For instance, there will be a unitary operator to represent the effect of
rotating a system about the y-axis through an angle 7/3 (say). If we rotate

w> and |¢>, we don’t get the same states. We get different states W’ > and
¢ > However, <¢{¢> has a physical meaning: its square is the probability
for |gb> to look like }¢> if we perform the appropriate measurement. It should
not matter whether we perform the |gb> measurement on state |w> or we ro-
tate W> to get ’z// > and perform the rotated measurement, corresponding to
‘(ﬁ’ > Thus the rotation should be represented by a unitary operator. We will
investigate rotation operators in some detail later in this course.

We can also use a unitary operator to represent any change of basis.
Suppose that the vectors |A,i>, 1 = 1,...,N form an orthonormal basis,
the A basis, for the space of states of a quantum system. Suppose that the
vectors ‘B,z’>, t =1,...,N form another basis. Define a linear operator U
by

U|A,i) = |B,i) . (64)
With this definition, we do not know at the moment whether U is unitary.
Let us investigate this question.

If
o) = > eilAsi) (65)
Uy =Y e;U|A iy => al|B,i) . (66)

Similarly, for any other vector }q§> with

[6) = D dilAi) (67)
Ulg) =Y _di|B,i) . (68)

The inner product between U |1/1> and U |<Z>> is

we have

we have

(G[UTU) = 3 diey(B.i|B.5)
Y]
= Z d:Cj(gi,j
ij (69)
A7)

=Y dici(Ai
=(o|v) -
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Thus if we define ‘\I/> = UTU}¢>, we have <¢}\P> = <gz5|2/)> for every vector
‘¢>. Thus <¢|(‘\Il>—w>) = 0 for every vector }q§> Taking |¢> = (’\IJ>—‘¢>),

we have
(] = () (%) = |)) =0 . (70)

However, the inner product of a vector with itself can be zero only if the
vector is zero. Thus ‘\I/> — ‘@/J> = (. That is

Utuly) = |) (71)

for every vector |2,D> This means that UTU = 1. That is, the operator U
that takes one orthonormal basis into another is unitary.

8 Self-adjoint operators

Physical quantities like angular momentum, energy, momentum, and position
are represented in quantum mechanics by self-adjoint operators. Thus we
should know some properties of self-adjoint or “hermitian” operators.

The spectral theorem. Let A be a linear operator on the space of quantum
states of a system and let A be self-adjoint: A" = A. Then there is an
orthonormal basis ‘z> such that the vectors }z> are eigenvectors of A,

Ali)y = agli) . (72)
Here a; is a real number, the eigenvalue of A corresponding to the eigenvector

|i).

This theorem has an immediate consequence,
A=A1=A) |i)(i| =) aili)(i] . (73)

This gives us the spectral representation of A:
A= "ali)i] . (74)

This theorem is pretty easy to prove, but we will not do it in these notes.
Instead, let us look at a couple of the ingredients. Suppose that we look for
eigenvectors ‘z> of A and their corresponding eigenvalues a;. We can choose
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to normalize all eigenvectors that we find to <z‘z> = 1. We see immediately
that any eigenvalue must be real:

a = ai(i[i) = ((i[AN)]8) = (i A"[¢)
= (i| A]i) = (i| (A]s)) = ai(i[i) (75)

Furthermore, eigenvectors corresponding to different eigenvalues must be or-
thogonal:
(a: = a;)(i[5) = ((il4)[5) = (il (A]5)) = (ilA = Al5) =0 . (76)

If (a; — a;) # 0 then we must have (i|j) = 0. Furthermore, if there are
several eigenvectors |2> that correspond to the same eigenvalue, then any
linear combination of these eigenvectors will also be an eigenvector with
this same eigenvalue. Thus the eigenvectors with this eigenvalue form a
vector space that is a subspace of the complete space. We can choose any
orthonormal basis that we like for this subspace. That is, we can simply
choose eigenvectors with a given eigenvalue to be orthogonal to each other.
These remarks prove part of the theorem. It remains to be proved that there
are enough eigenvectors so that they form a basis for the complete space.

The spectral theorem is important for the interpretation of quantum me-
chanics. We often associate a measurement with a self-adjoint operator. To
see how this association works, consider a self-adjoint operator A that is as-
sociated with a certain measurement. (For example, we might measure the
y-component of the spin of a particle.)

If we have a state ‘@/}> and we make a measurement that corresponds to

the operator
A= "ailiy(i| (77)

then we do not know to start with what result we will get. The possible
results are the eigenvalues a;. If the state happens to be ‘z>, then the result
of measuring A is certainly a;. Conversely, if the result of the measurement
is a;, then the state after the measurement? is ‘z> In general, we have

0y =3 (il 1) - 75

4This is the standard principle and applies to our Stern-Gerlach examples. However,
one needs to be a little careful. We should be sure that nothing happened after the
measurement that could change the state.
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The probability that we will find ‘1/J> in the state ‘z> and thus get a measure-
ment a; is \<z|w>]2 As we have earlier seen with a simple calculation, these
probabilities sum to 1.

Ezercise 1.5 Let us postulate that the state space for a spin 1/2 system is
spanned by an orthonormal basis consisting of two basis vectors, |SZ; +> and
‘SZ; —> and that the phases of these vectors are defined using the standard
convention such that the matrix elements of S, and S, in this basis are given
by 1/2 times the standard Pauli spin matrices, Eq. (49).

Show that the vectors }Sx, +) given by Eq. (31) are eigenvectors of S,

S| Se, £) = i% ERES (79)
Show that the vectors ‘Sy, i> given by Eq. (34) are eigenvectors of Sy:
1
Syl Sy, £) = +3 ERESE (80)

I recommend using a matrix notation in which the |SZ; :l:> vectors are repre-

sented by
((1)) and ((1)) . (81)

Ezercise 1.6 Let us again postulate that the state space for a spin 1/2 system
is spanned by an orthonormal basis consisting of two basis vectors, }SZ; —i—>
and |SZ; —> and that the phases of these vectors are defined using the stan-
dard convention such that the matrix elements of S, and .S, in this basis are
given by 1/2 times the standard Pauli spin matrices.

Consider the operator

S =cosf S, +sinf S, . (82)

This is the operator that measures spin in the direction of a vector 7 that
lies in the z-z plane and makes an angle # with the z-axis.
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Find the eigenvalues of S-it and the corresponding eigenvectors, expressed
as linear combinations of ‘SZ; —i—> and ‘SZ; —>:

\g'ﬁ%i>=ZC(i,j)\Sz;j> : (83)

I recommend using a matrix notation in which the ‘Sz; j:> vectors are
represented as in the previous problem. Then you need to solve a 2 x 2
matrix eigenvalue equation, which I presume that you know how to do.

FEzercise 1.7 Suppose that we send a spin-1/2 atom through a Stern-Gerlach
apparatus that measures spin in the direction 77, as in Exercise 1.6. Suppose
that we select an atom that goes in the +n direction. That is, the value of
S - i for this atom is +1 /2. Now we send this atom through a Stern-Gerlach
apparatus that measures spin in the z direction. What is the probability
that when we measure S - # for this atom, the value S - # will be —1 /27

One often speaks of the “expectation value” (A) of A in the state W>
The definition is

(A) = " a; Probability, = Y " a; [(i|)[* . (84)

% 7

We can evaluate this to obtain a very simple expression,

(= B 6l = (S 160 = olale) - o9

i

9 More about self-adjoint operators

We can look at this more closely by introducing another concept. Consider
the operator

P, = i) (il . (86)

If W> = a‘i>, then PZ-|w> = W> If ‘¢> is orthogonal to ‘z>, i.€. <z‘¢> =0,
then P;|¢) = 0. If |¥) = a|i) +|¢), then P;|¥) = a|i). That is P; picks out
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the part of ‘\If> that is proportional to z> We call P; the projection operator
onto the space spanned by the vector z>

More generally, suppose M is a subspace of the complete vector space V
that we are using to describe our quantum states. That is, M is a subset of
V and is itself a vector space in the sense that if }1/}1> and ’¢2> are in M,
then so is a1‘¢1> + a2}¢2>

Then there is a complementary vector space M| that consists of vectors
<¢| such that <¢W> = 0 for every vector W> in M. Every vector |\IJ> can
be written as the sum of a vector in M and a vector in M . To see this,
choose an orthonormal basis of vectors {¢Z> in M. Define

[0} = > [ (i) - (87)

Further define
|6) =) = [¥) - (88)
Then

(¥5]8) = (vy] @) Z<wj»wz><wz|\1f> (W]9) = (e|w) =0 . (89)

Therefore ‘¢> is in M. Thus

) = |v) + o) . (90)

where W> is in M and ’¢> is in M, as claimed.

Choose an orthonormal basis of vectors ‘¢1> in M and an orthonormal
basis of vectors ‘¢z> in M. Then it follows from the construction above
that the decomposition of a general vector ¥ into a part in M and a part in

M is
[9) = D [ (il @) + 3 lés){es|¥) - (91)
This leads us to deﬁnez the operator thajt projects onto M by
PM) =3 [4:){vi (92)
and the operator that projects onto M by

My) = Z |6;)(] - (93)
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We have
PM)|T) =)
PML)|¥) =|¢) .

This may all seem a little abstract, but once you get used to it, I think
that you will find it very helpful to think about subspaces using these ideas.
You may want to draw little pictures of the subspaces, even though you are
pretty much limited to two or three real dimensions and you might want
many complex dimensions instead.

With this notation, we can consider again our self-adjoint operator A
again. There could be more than one eigenvector |z> with a given eigenvalue
a. In this case, we say that the eigenvalue is degenerate. We can define a
projection operator

(94)

P(a) = Z O(a; = a)|i){i| . (95)

Here O(a; = a) = 1 if |i) has eigenvalue a; equal to a and ©(a; = a) =
0 if ‘z> has eigenvalue a; not equal to a. Thus only eigenvectors whose
eigenvalues equal a are included in the sum. The operator P(a) projects onto
the subspace consisting of vectors that are eigenvectors of A with eigenvalue
a. We can write the spectral theorem as

A= ZaP(a) : (96)

Here we sum over the distinct eigenvalues a of A. This form of the spectral
theorem has the advantage that the operator A uniquely determines the
eigenvalues a and the subspaces projected by P(a). In each subspace, we
can find an orthonormal basis of eigenvectors with eigenvalue a, but it is our
choice which basis to pick. If the eigenvalue a is degenerate, someone else
might pick a different basis.

Here is an important application. Suppose that we have two self-adjoint
operators A and B. Suppose further that AB = BA, that is

[A,B] =0 . (97)
Then we can “diagonalize” A and B at the same time. That is, there is an

orthornormal basis ‘z> such that

(98)



Thus
A= Zaim(z" :
B= Zbi\z')(i\ .
The proof of this uses what we have learned in this section. Since A is

self-adjoint, we can find subspaces M (a) consisting of eigenvectors of A with
eigenvalues a:

(99)

A=> aPla) . (100)

Let |¢) be a vector in M(a). Consider the vector B|¢). We have
AB|y) = BA|Y) = aBy) . (101)

Thus B|1/1> is in M(a). We can thus consider B to be an operator just on
the subspace M(a). Since it is self-adjoint, there is an orthonormal basis
of vectors |z> in M(a) that are eigenvectors of B. Of course, these vectors
are also eigenvectors of A. We construct eigenvectors of B in each subspace
M(a). In this way we construct a basis for the whole space V such that the
basis vectors are eigenvectors of both A and B.

We will find in this course that it happens pretty frequently that we want
to find eigenvectors of some operator A and that is another operator B that
commutes with A, so that we can find eigenvectors of A and B together.
This helps in the problem of finding the eigenvectors of A. In fact, there may
be more than two operators, all of which commute with each other. Then,
with an evident extension of the results of this section, there is a basis of
eigenvectors of all of the operators.

Ezercise 1.8 Suppose a self-adjoint linear operator is represented by the ma-
trix

8 2 2
A=|(2 8 2] . (102)
2 2 8

Suppose another self-adjoint linear operator acting on the same space is rep-
resented by the matrix

11 —1 2
B=|-1 11 2| . (103)
2 2 8



Show that these operators commute. Since they commute, you should be able
to find an orthonormal basis consisting of three eigenvectors (i), i = 1,2, 3,
which might conveniently be written as column vectors

P (i)
(i) = | 200) | (104)
¥s(i)

such that these vectors are eigenvectors of both A and B:

A(i) = anb(i) |
By (i) = bo(i) .

Find the eigenvectors (i) and the corresponding eigenvalues a; and b;.

(105)

10 Trace and determinant

In calculations, one often needs the trace and the determinant of an operator
A.

The trace of A is defined by using the matrix representation of A in an
orthonormal basis,
Al = (i|Ali) . (106)
The trace has the important property
tr[AB] = tr[BA] . (107)

To see this, write

tr[AB] = Z(i\AB|¢> = Z<z|A|j><j\B}z’>

A AL A (108)
=D GlBli)ilALj) = > (i BA|s) = u[BA] .
2 J
What if we use a different basis, }new, z'>? Then
trpew[A] = Z <new,i|A|neW, z> ) (109)
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Let |neW, z> = U‘z> As we have seen, U is unitary. We have

traew[A] = Y (i{|{UTAUi) = (U AU (110)

Using Eq. (107), this is
trew [A] = tr[U AU = tr[UU T A] = tr[A] . (111)

Thus we get the same result no matter which basis we use.

Note that if A is self-adjoint, then tr[A] is the sum of the eigenvalues of
A.

We can also define the determinant of an operator A by using the matrix
elements of A in some basis:

det[A] = "€(ir,da, ..., in) (1A ) (2] Aliz) - (N|A]in) . (112)
{i}

Here N is the dimension of our vector space and €(iq, iz, ...,iy) is defined
by two properties: €(1,2,...,N) = 1 and €(iy,7s,...,ix) is antisymmetric
under exchange of any two of its indices. Thus €(iy, 9, ...,iy) = 0 if any two
of the indices are the same. The only way that €(iq,s,...,iy) can be non-
zero is if {iy, 49, ...,ix} is one of the N! permutations of {1,2,..., N}. Then
€(iy,12,...,in) 18 1if {i1,ds,..., iy} is an even permutation {1,2,..., N} and

€(i1,12, ... in) is —1 if {i1,4s,...,iy} is an odd permutation {1,2,..., N}.
Notice that
det[l] =1 . (113)

We can also write
> e, in) (] Alir) - Giv] Alin) = €, - jv) det[A] (114)
{i}
and
> el in) (| Alin) - Giv| Alin) = €(r, .. i) det[A] (115)
U}
and also
SN elin, - in)eG, - gn) | Alin) - (in|Alin) = Nldet[A] .

i
(116)
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To prove these, we can first note that Eq. (114) follows in a straightforward
fashion from the definition, Eq. (112). Then Eq. (116) follows by multiplying
Eq. (114) by €(j1,- .., jn) and summing. Finally, to derive Eq. (115), we can
note that the left hand side of Eq. (115) is completely antisymmetric in the
indices i,, so the left hand side has to be €(iy,...,iy) times something, call
it X. To find out what X is, we can multiply by €(iy,...,iy) and sum over
the indices 4,,. The left hand side of the resulting equation is now the left
hand side of Eq. (116), while the right hand side is N! X. We thus find that

X = det[A].
The determinant has the important property
det[AB] = det[A] det[B] . (117)
To see this, write
det AB 'ZZ Zl,..., jl,,jN)<]1‘AB|21><]N‘AB"LN>

{i} {5}

,ZZ €(it, -, in)e(fi, - -5 Jn)
{iy {4}
> (il Al (k| Bliv) - G| Al ) (k| Blin)

{k}
1
= ﬁz

{k}

> ety in) il Alkr) - Gine| Alkn)

{i}

Z E(il, Ce ,’LN)<]€1‘B}11> cee <]€N‘B‘ZN>

{7}

1
== > elky,. . kn)det[Ale(ky, . .. ky)det[B]
K}

= det[A] det[B] . s
118

What if we use a different basis, }new, Z> with ‘new, z> = U‘7,> Then

detyew[A] = det[UTAU] = det[A]det[U]det[U "]

= det[A]det[UU ] = det[A]det[1] = det[A] . (119)
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Thus we get the same result no matter which basis we use.

Note that if A is self-adjoint, then det[A] is the product of the eigenvalues
of A. One simple application of this is that if we call the eigenvalues a; and
the eigenvectors ‘z>, we can write, for any number A,

A== (a; = N]i){i] . (120)
Thus

det[A — A1) = [J(a: = A) . (121)
This is an Nth order polynomial function of A that vanishes when \ equals

any eigenvalue of A. Thus to find the eigenvalues, we simply need to calculate
det[A — A1] and find where it vanishes.
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