
Mathematical 
Surveys 

and 
Monographs

Volume 205

American Mathematical Society

Tensor Categories

Pavel Etingof 
Shlomo Gelaki 
Dmitri Nikshych 
Victor Ostrik 

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



Tensor Categories

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



Mathematical 
Surveys 

and 
Monographs

Volume 205

Tensor Categories

Pavel Etingof 
Shlomo Gelaki 
Dmitri Nikshych 
Victor Ostrik 

American Mathematical Society
Providence, Rhode Island

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



EDITORIAL COMMITTEE

Robert Guralnick
Michael A. Singer, Chair
Benjamin Sudakov

Constantin Teleman
Michael I. Weinstein

2010 Mathematics Subject Classification. Primary 17B37, 18D10, 19D23, 20G42.

For additional information and updates on this book, visit
www.ams.org/bookpages/surv-205

Library of Congress Cataloging-in-Publication Data

Tensor categories / Pavel Etingof, Shlomo Gelaki, Dmitri Nikshych, Victor Ostrik.
pages cm. — (Mathematical surveys and monographs ; volume 205)

Includes bibliographical references and index.
ISBN 978-1-4704-2024-6 (alk. paper)
1. Algebraic topology. 2. Tensor fields. 3. Hopf algebras. I. Etingof, P. I. (Pavel I.), 1969–

II. Gelaki, Shlomo, 1964– III. Nikshych, Dmitri, 1973– IV. Ostrik, Victor.

QA612.T46 2015
512′.57—dc23

2015006773

Copying and reprinting. Individual readers of this publication, and nonprofit libraries
acting for them, are permitted to make fair use of the material, such as to copy select pages for
use in teaching or research. Permission is granted to quote brief passages from this publication in
reviews, provided the customary acknowledgment of the source is given.

Republication, systematic copying, or multiple reproduction of any material in this publication
is permitted only under license from the American Mathematical Society. Permissions to reuse
portions of AMS publication content are handled by Copyright Clearance Center’s RightsLink�
service. For more information, please visit: http://www.ams.org/rightslink.

Send requests for translation rights and licensed reprints to reprint-permission@ams.org.
Excluded from these provisions is material for which the author holds copyright. In such cases,

requests for permission to reuse or reprint material should be addressed directly to the author(s).
Copyright ownership is indicated on the copyright page, or on the lower right-hand corner of the
first page of each article within proceedings volumes.

c© 2015 by the American Mathematical Society. All rights reserved.
The American Mathematical Society retains all rights
except those granted to the United States Government.

Printed in the United States of America.

©∞ The paper used in this book is acid-free and falls within the guidelines
established to ensure permanence and durability.

Visit the AMS home page at http://www.ams.org/

10 9 8 7 6 5 4 3 2 1 20 19 18 17 16 15

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



Dedicated to our children

Miriam and Ariela Etingof

Hadar and Klil Gelaki

Timofei, Daria, and Nadezhda Nikshych

and Tatiana, Valentina, and Yuri Ostrik

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



Contents

Preface xi

Chapter 1. Abelian categories 1
1.1. Categorical prerequisites and notation 1
1.2. Additive categories 1
1.3. Definition of abelian category 2
1.4. Exact sequences 4
1.5. Length of objects and the Jordan-Hölder theorem 5
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Preface

Byl odin ry�i�i qelovek, u kotorogo ne bylo
glaz i uxe�i. U nego ne bylo i volos, tak qto
ry�im ego nazyvali uslovno. Govorit� on ne
mog, tak kak u nego ne bylo rta. Nosa to�e u
nego ne bylo. U nego ne bylo da�e ruk i nog.
I �ivota u nego ne bylo, i spiny u nego ne
bylo, i hrebta u nego ne bylo, i nikakih
vnutrennoste�i u nego ne bylo. Niqego ne bylo!
Tak qto nepon�tno, o kom idet req�. U� luqxe
my o nem ne budem bol�xe govorit�.

D. Harms, Goluba� tetrad� no. 10, 1937

There was a red-haired man who had no eyes or ears.
Neither did he have any hair, so he was called
red-haired by convention. He couldn’t speak, since
he didn’t have a mouth. Neither did he have a nose.
He didn’t even have any arms or legs. He had no
stomach and he had no back and he had no spine
and he had no innards whatsoever. He had nothing
at all! Therefore there’s no knowing whom we are
even talking about. It’s really better that we don’t
talk about him any more.

D. Harms, Blue notebook # 10, 1937

Tensor categories should be thought of as counterparts of rings in the world
of categories.1 They are ubiquitous in noncommutative algebra and representa-
tion theory, and also play an important role in many other areas of mathematics,
such as algebraic geometry, algebraic topology, number theory, the theory of op-
erator algebras, mathematical physics, and theoretical computer science (quantum
computation).

The definition of a monoidal category first appeared in 1963 in the work of
Mac Lane [Mac1], and later in his classical book [Mac2] (first published in 1971).
Mac Lane proved two important general theorems about monoidal categories – the
coherence theorem and the strictness theorem, and also defined symmetric and

1Philosophically, the theory of tensor categories may perhaps be thought of as a theory of
vector spaces or group representations without vectors, similarly to how ordinary category theory
may be thought of as a theory of sets without elements. As seen from the epigraph, this idea,
as well as its dismissal as “abstract nonsense” common in early years of category theory, were
discussed in Russian absurdist literature several years before the foundational papers of Mac Lane
and Eilenberg on category theory (1942-1945).

xi
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xii PREFACE

braided monoidal categories. Later, Saavedra-Rivano in his thesis under the di-
rection of Grothendieck [Sa], motivated by the needs of algebraic geometry and
number theory (more specifically, the theory of motives), developed a theory of
Tannakian categories, which studies symmetric monoidal structures on abelian ca-
tegories (the prototypical example being the category of representations of an al-
gebraic group). This theory was simplified and further developed by Deligne and
Milne in their classical paper [DelM]. Shortly afterwards, the theory of tensor
categories (i.e., monoidal abelian categories) became a vibrant subject, with spec-
tacular connections to representation theory, quantum groups, infinite dimensional
Lie algebras, conformal field theory and vertex algebras, operator algebras, invari-
ants of knots and 3-manifolds, number theory, etc., which arose from the works
of Drinfeld, Moore and Seiberg, Kazhdan and Lusztig, Jones, Witten, Reshetikhin
and Turaev, and many others. Initially, in many of these works tensor categories
were merely a tool for solving various concrete problems, but gradually a general
theory of tensor categories started to emerge, and by now there are many deep
results about properties and classification of tensor categories, and the theory of
tensor categories has become fairly systematic. The goal of this book is to provide
an accessible introduction to this theory.

We should mention another major source of inspiration for the theory of tensor
categories, which is the theory of Hopf algebras. The notion of a Hopf algebra
first appeared in topology (more specifically, in the work [Ho] of Hopf in 1941,
as an algebraic notion capturing the structure of cohomology rings of H-spaces, in
particular, Lie groups). Although classical topology gives rise only to cocommu-
tative Hopf algebras, in the 1960s operator algebraists and ring theorists (notably
G. Kac) became interested in noncommutative and noncocommutative Hopf alge-
bras and obtained the first results about them. In 1969 Sweedler wrote a textbook
on this subject [Sw], proving the first general results about Hopf algebras. In the
1970s and 1980s a number of fundamental general results were proved about finite
dimensional Hopf algebras, notably Radford’s formula for the 4th power of the an-
tipode [Ra2], the theorems of Larson and Radford on semisimple Hopf algebras
[LaR1, LaR2], the freeness theorem of Nichols and Zoeller [NicZ], and the work
of Nichols on what is now called Nichols algebras (which give rise to pointed Hopf
algebras). Also, at about the same time Drinfeld developed the theory of quantum
groups and the quantum double construction, and a bit later Lusztig developed the
theory of quantum groups at roots of unity, which provided many interesting new
examples of Hopf algebras. Around that time, it was realized that Hopf algebras
could be viewed as algebraic structures arising from tensor categories with a fiber
functor, i.e., tensor functor to the category of vector spaces, through the so-called
reconstruction theory (which takes its origins in [Sa] and [DelM]). Since then,
the theory of Hopf algebras has increasingly been becoming a part of the theory
of tensor categories, and in proving some of the more recent results on Hopf alge-
bras (such as, e.g., the classification of semisimple Hopf algebras of prime power
dimension, or the classification of triangular Hopf algebras) tensor categories play
a fundamental role. In fact, this is the point of view on Hopf algebras that we want
to emphasize in this book: many of the important results about Hopf algebras are
better understood if viewed through the prism of tensor categories. Namely, we
deduce many of the most important results about Hopf algebras, especially finite
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PREFACE xiii

dimensional and semisimple ones (such as the Fundamental Theorem on Hopf mod-
ules and bimodules, Nichols-Zoeller theorem, Larson-Radford theorems, Radford’s
S4 formula, Kac-Zhu theorem, and many others) as corollaries of the general theory
of tensor categories.

Let us now summarize the contents of the book, chapter by chapter.
In Chapter 1 we discuss the basics about abelian categories (mostly focusing

on locally finite, or artinian, categories over a field, which is the kind of categories
we will work with throughout the book). Many results here are presented with-
out proofs, as they are well known (in fact, we view the basic theory of abelian
categories as a prerequisite for reading this book). We do, however, give a more
detailed discussion of the theory of locally finite categories, coalgebras, the Coend
construction, and the reconstruction theory for coalgebras, for which it is harder
to find an in-depth exposition in the literature. In accordance with the general
philosophy of this book, we present the basic results about coalgebras (such as the
Taft-Wilson theorem) as essentially categorical statements.

In Chapter 2 we develop the basic theory of monoidal categories. Here we give
the detailed background on monoidal categories and functors, using a formalism
that allows one not to worry much about the units, and give short proofs of the
Mac Lane coherence and strictness theorems. We also develop a formalism of rigid
monoidal categories, and give a number of basic examples. Finally, we briefly
discuss 2-categories.

In Chapter 3 we discuss the combinatorics needed to study tensor categories,
namely, the theory of Z+-rings (i.e., rings with a basis in which the structure
constants are nonnegative integers). Such rings serve as Grothendieck rings of
tensor categories, and it turns out that many properties of tensor categories actually
have combinatorial origin, i.e., come from certain properties of the Grothendieck
ring. In particular, this chapter contains the theory of Frobenius-Perron dimension,
which plays a fundamental role in studying finite tensor categories (in particular,
fusion categories), and also study Z+-modules over Z+-rings, which arise in the
study of module categories. All the results in this chapter are purely combinatorial
or ring-theoretical, and do not rely on category theory.

In Chapter 4 we develop the general theory of multitensor categories. Here
we prove the basic results about multitensor and tensor categories, such as the
exactness of tensor product and semisimplicity of the unit object, introduce a few
key notions and constructions, such as pivotal and spherical structures, Frobenius-
Perron dimensions of objects and categories, categorification, etc. We also provide
many examples.

In Chapter 5 we consider tensor categories with a fiber functor, i.e., a tensor
functor to the category of vector spaces. This leads to the notion of a Hopf algebra;
we develop reconstruction theory, which establishes an equivalence between the no-
tion of a Hopf algebra and the notion of a tensor category with a fiber functor.
Then we proceed to develop the basic theory of Hopf algebras, and consider cate-
gories of modules and comodules over them. We also give a number of examples
of Hopf algebras, such as Nichols Hopf algebras of dimension 2n+1, Taft algebras,
small quantum groups, etc., and discuss their representation theory. Then we prove
a few classical theorems about Hopf algebras (such as the Cartier-Gabriel-Kostant
theorem), discuss pointed Hopf algebras, quasi-Hopf algebras, and twisting.
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In Chapter 6 we develop the theory of finite tensor categories, i.e., tensor ca-
tegories which are equivalent, as an abelian category, to the category of represen-
tations of a finite dimensional algebra (a prototypical example being the category
of representations of a finite dimensional Hopf algebra). In particular, we study
the behavior of projectives in such a category, and prove a categorical version of
the Nichols-Zoeller theorem (stating that a finite dimensional Hopf algebra is free
over a Hopf subalgebra). We also introduce the distinguished invertible object of
a finite tensor category, which is the categorical counterpart of the distinguished
grouplike element (or character) of a finite dimensional Hopf algebra. Finally, we
develop the theory of integrals of finite dimensional Hopf algebras.

In Chapter 7 we develop the theory of module categories over tensor and mul-
titensor categories. Similarly to how understanding the structure of modules over a
ring is necessary to understand the structure of the ring itself, the theory of module
categories is now an indispensable tool in studying tensor categories. We first de-
velop the basic theory of module categories over monoidal categories, and then pass
to the abelian setting, introducing the key notion of an exact module category over
a finite tensor category (somewhat analogous to the notion of a projective module
over a ring). We also show that module categories arise as categories of modules
over algebras in tensor categories (a categorical analog of module and comodule
algebras over Hopf algebras). This makes algebras in tensor categories the main
technical tool of studying module categories. We then proceed to studying the ca-
tegory of module functors between two module categories, and the Drinfeld center
construction as an important special case of that. For Hopf algebras, this gives
rise to the famous Drinfeld double construction and Yetter-Drinfeld modules. We
then discuss dual categories and categorical Morita equivalence of tensor categories,
prove the Fundamental Theorem for Hopf modules and bimodules over a Hopf alge-
bra, and prove the categorical version of Radford’s S4 formula. Finally, we develop
the theory of categorical dimensions of fusion categories and of Davydov-Yetter
cohomology and deformations of tensor categories. At the end of the chapter, we
discuss weak Hopf algebras, which are generalizations of Hopf algebras arising from
semisimple module categories via reconstruction theory.

In Chapter 8 we develop the theory of braided categories, which is perhaps the
most important part of the theory of tensor categories. We discuss pointed braided
categories (corresponding to quadratic forms on abelian groups), quasitriangular
Hopf algebras (arising from braided categories through reconstruction theory), and
show that the center of a tensor category is a braided category. We develop a
theory of commutative algebras in braided categories, and show that modules over
such an algebra form a tensor category. We also develop the theory of factorizable,
ribbon and modular categories, the S-matrix, Gauss sums, and prove the Verlinde
formula and the existence of an SL2(Z)-action. We prove the Anderson-Moore-
Vafa theorem (saying that the central charge and twists of a modular category
are roots of unity). Finally, we develop the theory of centralizers and projective
centralizers in braided categories, de-equivariantization of braided categories, and
braided G-crossed categories.

In Chapter 9 we mostly discuss results about fusion categories. This chapter is
mainly concerned with applications, where we bring various tools from the previ-
ous chapters to bear on concrete problems about fusion categories. In particular,
in this chapter we prove Ocneanu rigidity (the statement that fusion categories in
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characteristic zero have no deformations), develop the theory of dual categories,
pseudo-unitary categories (showing that they have a canonical spherical structure
– the categorical analog of the statement that a semisimple Hopf algebra in char-
acteristic zero is involutive), study integral, weakly integral, group-theoretical, and
weakly group-theoretical fusion categories. Next, we discuss symmetric and Tan-
nakian fusion categories, prove Deligne’s theorem on classification of such categories
and discuss its nonfusion generalization stating that a symmetric tensor category of
subexponential growth is the representation category of a supergroup (with a par-
ity condition). We also give examples of symmetric categories with faster growth
– Deligne’s categories Rep(St), Rep(GLt), Rep(Ot), and Rep(Sp2t). Next, we give
a criterion of group-theoreticity of a fusion category, and show that any integral
fusion category of prime power dimension is group theoretical. For categories of
dimension p and p2, this gives a very explicit classification (they are representation
categories of an abelian group with a 3-cocycle). We introduce the notion of a solv-
able fusion category, and prove a categorical analog of Burnside’s theorem, stating
that a fusion category of dimension paqb, where p, q are primes, is solvable. Finally,
we discuss lifting theory for fusion categories (from characteristic p to characteristic
zero).

Thus, Chapters 7–9 form the main part of the book.
A few disclaimers. First, we do not provide a detailed history of the subject,

or a full list of references, containing all the noteworthy works; this was not our
intention, and we do not even come close. Second, this book does not aim to
be an exhaustive monograph on tensor categories; the subject is so vast that it
would have taken a much longer text, perhaps in several volumes, to touch upon
all the relevant topics. The reader will notice that we have included very little
material (or none at all) on some of the key applications of tensor categories and
their connections with other fields (representation theory, quantum groups, knot
invariants, homotopy theory, vertex algebras, subfactors, etc.) In fact, our goal was
not to give a comprehensive treatment of the entire subject, but rather to provide a
background that will allow the reader to proceed to more advanced and specialized
works. Also, we tried to focus on topics which are not described in detail in books
or expository texts, and left aside many of those which are well addressed in the
literature. Finally, as authors of any textbook, we had a preference for subjects
that we understand better!

To increase the amount of material that we are able to discuss and to enable
active reading, we have presented many examples and applications in the form
of exercises. The more difficult exercises are provided with detailed hints, which
should allow the reader to solve them without consulting other sources. At the
end of Chapters 5, 7, 8, and 9 we provide a summary of some noteworthy results
related to the material of the chapter that we could not discuss, and provide ref-
erences. Finally, we end each chapter with references for the material discussed in
the chapter.

Finally, let us discuss how this book might be used for a semester-long graduate
course. Clearly, it is not feasible to go through the entire book in one semester and
some omissions are necessary. The challenge is to get to Chapters 7–9 (which
contain the main results) as quickly as possible. We recommend that the course
start from Chapter 2, and auxiliary material from Chapters 1 and 3 be covered as
needed. More specifically, we suggest the following possible course outline.
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(1) Chapter 2: Sections 2.1–2.10 (monoidal categories and functors, the Mac-
Lane strictness theorem, rigidity).

(2) Chapter 4: Sections 4.1–4.9 (basic properties of tensor categories, Gro-
thendieck rings, Frobenius-Perron dimensions).

(3) Chapter 5: Sections 5.1–5.6 (fiber functors and basic examples of Hopf
algebras).

(4) Chapter 6: Sections 6.1–6.3 (properties of injective and surjective tensor
functors).

(5) Chapter 7: Sections 7.1–7.12 (exact module categories, categorical Morita
theory).

(6) Chapter 8: Sections 8.1–8.14 (examples from metric groups, Drinfeld cen-
ters, modular categories).

(7) Chapter 9: Sections 9.1–9.9 and 9.12 (absence of deformations, integral
fusion categories, symmetric categories).
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CHAPTER 1

Abelian categories

1.1. Categorical prerequisites and notation

In this book we will assume that the reader is familiar with the basic theory
of categories and functors; a discussion of this theory can be found in the classical
book [Mac2].

The identity endofunctor of a category C will be denoted idC . We say that a
functor F : C → D is an equivalence if there is a functor F−1 : D → C, called a
quasi-inverse of F , such that F−1 ◦ F ∼= idC and F ◦ F−1 ∼= idD.

A category is called locally small if for any objects X,Y , HomC(X,Y ) is a set,
and is called essentially small if in addition its isomorphism classes C of objects
form a set. In other words, an essentially small category is a category equivalent
to a small category (i.e., to one where objects and morphisms form a set). All
categories considered in this book will be locally small (except in the section on 2-
categories), and most of them will be essentially small. So set-theoretical subtleties
will not play any role in this book. 1

For a category C the notation X ∈ C will mean that X is an object of C, and the
set of morphisms between X, Y ∈ C will be denoted by HomC(X, Y ). An element

φ ∈ HomC(X, Y ) will be usually depicted either as φ : X → Y or as X
φ−→ Y . We

denote by C∨ the category dual to C, i.e., the one obtained from C by reversing the
direction of morphisms.

In this chapter we will briefly recall (mostly without proofs) the aspects of the
theory of abelian categories which will be especially important to us in the sequel.

Unless otherwise specified, all fields are assumed to be algebraically closed.

1.2. Additive categories

Definition 1.2.1. An additive category is a category C satisfying the following
axioms:

1A well-known foundational subtlety of category theory (which, luckily, does not play an
essential role in most category-theoretical considerations) is that in general, objects and morphisms
of a category are defined to form a class rather than a set (this allows one to consider the category
of all sets without running into Russell’s paradox - the non-existence of the set of all sets). For
example, the category of all sets or all vector spaces over a field is not small or even essentially
small (although it is locally small). However, in this book we will usually consider categories
with finiteness conditions, such as the category of finite dimensional vector spaces, so this issue
is not going to be relevant most of the time. In fact, even when we work with categories that are
not essentially small (such as the category of all vector spaces), we will allow ourselves to abuse
terminology and speak about “the set of isomorphism classes of objects” of such a category. This
does not create a confusion in our context.

1
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2 1. ABELIAN CATEGORIES

(A1) Every set HomC(X,Y ) is equipped with a structure of an abelian group
(written additively) such that composition of morphisms is biadditive with
respect to this structure.

(A2) There exists a zero object 0 ∈ C such that HomC(0, 0) = 0.
(A3) (Existence of direct sums.) For any objects X1, X2 ∈ C there exists an

object Y ∈ C and morphisms p1 : Y → X1, p2 : Y → X2, i1 : X1 → Y ,
i2 : X2 → Y such that p1i1 = idX1

, p2i2 = idX2
, and i1p1 + i2p2 = idY .

In (A3), the object Y is unique up to a unique isomorphism, is denoted by
X1⊕X2, and is called the direct sum of X1 and X2. Thus, every additive category
is equipped with a bifunctor ⊕ : C × C → C.

Definition 1.2.2. Let k be a field. An additive category C is said to be k-
linear (or defined over k) if for any objects X, Y ∈ C, HomC(X,Y ) is equipped
with a structure of a vector space over k, such that composition of morphisms is
k-linear.

Definition 1.2.3. Let F : C → D be a functor between two additive categories.
The functor F is called additive if the associated maps

(1.1) HomC(X,Y )→ HomD(F (X), F (Y )), X, Y ∈ C,
are homorphisms of abelian groups. If C and D are k-linear categories then F is
called k-linear if the homorphisms (1.1) are k-linear.

Proposition 1.2.4. For any additive functor F : C → D there exists a natural
isomorphism F (X)⊕ F (Y )

∼−→ F (X ⊕ Y ).

1.3. Definition of abelian category

Let C be an additive category and f : X → Y a morphism in C. The kernel
Ker(f) of f (if exists) is an object K together with a morphism k : K → X such
that fk = 0, and if k′ : K ′ → X is such that fk′ = 0 then there exists a unique
morphism � : K ′ → K such that k� = k′. If Ker(f) exists then it is unique up to a
unique isomorphism.

Dually, the cokernel Coker(f) of a morphism f : X → Y in C (if exists) is an
object C together with a morphism c : Y → C such that cf = 0, and if c′ : Y → C ′

is such that c′f = 0 then there exists a unique morphism � : C → C ′ such that
�c = c′. If Coker(f) exists then it is unique up to a unique isomorphism.

Definition 1.3.1. An abelian category is an additive category C in which for
every morphism ϕ : X → Y there exists a sequence

(1.2) K
k−→ X

i−→ I
j−→ Y

c−→ C

with the following properties:

1. ji = ϕ,
2. (K, k) = Ker(ϕ), (C, c) = Coker(ϕ),
3. (I, i) = Coker(k), (I, j) = Ker(c).

A sequence (1.2) is called a canonical decomposition of ϕ. The object I is called
the image of ϕ and is denoted by Im(ϕ).

In the sequel, for brevity we will write K instead of (K, k) and C instead of
(C, c).
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1.3. DEFINITION OF ABELIAN CATEGORY 3

Remark 1.3.2. In an abelian category, the canonical decomposition of a mor-
phism is unique up to a unique isomorphism.

Example 1.3.3. The category of abelian groups is an abelian category. The
category of modules over a ring is an abelian category. The category Vec of vector
spaces over a field k and its subcategory Vec of finite dimensional vector spaces are
k-linear abelian categories. More generally, the category of modules over an asso-
ciative k-algebra and the category of comodules over a coassociative k-coalgebra
(see Section 1.9 below) are k-linear abelian categories.

Definition 1.3.4. Let C be an abelian category. A morphism f : X → Y
is said to be a monomorphism if Ker(f) = 0. It is said to be an epimorphism if
Coker(f) = 0.

It is easy to see that a morphism is both a monomorphism and an epimorphism
if and only if it is an isomorphism.

Definition 1.3.5. A subobject of an object Y is an object X together with
a monomorphism i : X → Y . A quotient object of Y is an object Z with an
epimorphism p : Y → Z. A subquotient object of Y is a quotient object of a
subobject of Y .

Exercise 1.3.6. Show that a subquotient of a subquotient of Y (in particular,
a subobject of a quotient of Y ) is a subquotient of Y .

For a subobject X ⊂ Y define the quotient object Z = Y/X to be the cokernel
of the monomorphism f : X → Y .

Let Cα, α ∈ I, be a family of additive categories. The direct sum C =
⊕

α∈I Cα
is the category whose objects are sums

X =
⊕
α∈I

Xα, Xα ∈ Cα,

such that almost all Xα are zero, with

HomC(X, Y ) =
⊕
α∈I

HomCα
(Xα, Yα)

for X =
⊕

α∈I Xα and Y =
⊕

α∈I Yα. It is easy to see that C is an additive
category. Clearly, it is abelian if all Cα are abelian, and vice versa.

Definition 1.3.7. An abelian category C is said to be indecomposable if it is
not equivalent to a direct sum of two nonzero categories.

The following theorem is psychologically useful, as it allows one to think of mor-
phisms, kernels, cokernels, subobjects, quotient objects, etc. in an abelian category
in terms of usual linear algebra.

Theorem 1.3.8 (Mitchell; [Fr]). Every abelian category is equivalent, as an
additive category, to a full subcategory of the category of left modules over an asso-
ciative unital ring A.

Remark 1.3.9. If the category is k-linear, the ring in Theorem 1.3.8 can be
chosen to be a k-algebra in such a way that the corresponding equivalence is k-
linear.

Remark 1.3.10. A major drawback of Theorem 1.3.8 is that the ring A is not
unique, and in many important cases there are no manageable choices of A.
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4 1. ABELIAN CATEGORIES

1.4. Exact sequences

Definition 1.4.1. A sequence of morphisms

(1.3) · · · → Xi−1
fi−1−−−→ Xi

fi−→ Xi+1 → · · ·

in an abelian category is called exact in degree i if Im(fi−1) = Ker(fi). It is called
exact if it is exact in every degree. An exact sequence

(1.4) 0→ X → Y → Z → 0

is called a short exact sequence.

In a short exact sequence (1.4) X is a subobject of Y and Z ∼= Y/X is the
corresponding quotient.

Definition 1.4.2. Let

S : 0→ X → Z → Y → 0 and S′ : 0→ X → Z ′ → Y → 0

be short exact sequences. A morphism from S to S′ is a morphism f : Z → Z ′

such that it restricts to the identity morphism X → X, and induces the identity
morphism Y → Y . The set of exact sequences 0 → X → Z → Y → 0 up to
isomorphism is denoted Ext1(Y, X) and is called the set of extensions of Y by X.

One can define an operation of addition on Ext1(Y, X). Namely, let S and S′

be the short exact sequences as above. Let Xantidiag denote the antidiagonal copy
of X in X⊕X (i.e., the image of (idX ,−idX) : X → X⊕X), and similarly Yantidiag

denote the antidiagonal copy of Y in Y ⊕Y . Define S+S′ to be the exact sequence

(1.5) 0→ X → Z ′′ → Y → 0,

where Z ′′ = Z̃ ′′/Xantidiag, and Z̃ ′′ is the inverse image of Yantidiag in Z ⊕ Z ′, i.e.,
the universal object for which the following pullback diagram commutes:

Z̃ ′′ ��

��

Yantidiag

��

Z ⊕ Z ′ �� Y ⊕ Y.

(Alternatively, we can say that Z̃ ′′ is the kernel of π ◦ p − π′ ◦ p′ : Z ⊕ Z ′ → Y ,
where π : Z → Y and π′ : Z ′ → Y , and p, p′ are the projections of Z ⊕ Z ′ to its
summands).

Exercise 1.4.3. (i) Show that operation (1.5) is well defined and defines
a structure of an abelian group on Ext1(Y, X).

(ii) Let A be an algebra over an algebraically closed field k, and C = A−mod

be the category of A-modules. Show that Ext1(Y, X) = Z(Y, X)/B(Y, X)
with Z(Y, X) = Der(A, Homk(Y, X)), the space of derivations of A:

Der(A, Homk(Y, X)) = {D : A→ Homk(Y, X) | D(ab) = D(a)b+aD(b), a, b ∈ A},

and B(Y, X) is the subspace of inner derivations, i.e., the derivations
D ∈ Der(A, Homk(Y, X)) of the form D(a) = [f, a], f ∈ Homk(Y,X).
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1.5. LENGTH OF OBJECTS AND THE JORDAN-HÖLDER THEOREM 5

1.5. Length of objects and the Jordan-Hölder theorem

Let C be an abelian category.

Definition 1.5.1. A nonzero object X in C is called simple if 0 and X are
its only subobjects. An object X in C is called semisimple if it is a direct sum of
simple objects, and C is called semisimple if every object of C is semisimple.

Lemma 1.5.2. (Schur’s Lemma) Let X, Y be two simple objects in C. Then
any nonzero morphism f : X → Y is an isomorphism. In particular, if X is not
isomorphic to Y then HomC(X, Y ) = 0, and HomC(X, X) is a division algebra.

Let X be an object in an abelian category C.

Definition 1.5.3. We say that X has finite length if there exists a filtration

0 = X0 ⊂ X1 ⊂ · · · ⊂ Xn−1 ⊂ Xn = X

such that Xi/Xi−1 is simple for all i. Such a filtration is called a Jordan-Hölder
series of X. We will say that this Jordan-Hölder series contains a simple object Y
with multiplicity m if the number of values of i for which Xi/Xi−1 is isomorphic to
Y is m.

Theorem 1.5.4. (Jordan-Hölder) Suppose that X has finite length. Then any
filtration of X can be extended to a Jordan-Hölder series, and any two Jordan-
Hölder series of X contain any simple object with the same multiplicity, so in
particular have the same length.

Definition 1.5.5. The length of an object X is the length of its Jordan-Hölder
series (if it exists).

We will be mainly interested in abelian categories in which every object has
finite length. An example of such a category is the category of finite dimensional
modules over an algebra.

Definition 1.5.6. An indecomposable object X ∈ C is an object which does
not admit a non-trivial decomposition into a direct sum of its subobjects.

Theorem 1.5.7. (Krull-Schmidt) Any object of finite length admits a unique
(up to an isomorphism) decomposition into a direct sum of indecomposable objects.

Let C be an abelian k-linear category where objects have finite length. If X and
Y are objects in C such that Y is simple then we denote by [X : Y ] the multiplicity
of Y in a Jordan-Hölder series of X. By the Jordan-Hölder Theorem 1.5.4, this
quantity is well defined.

Definition 1.5.8. The Grothendieck group Gr(C) of C is the free abelian group
generated by isomorphism classes Xi of simple objects in C. To every object X in
C we can canonically associate its class [X] ∈ Gr(C) given by the formula

(1.6) [X] =
∑
i

[X : Xi]Xi.

It is obvious that if 0 −→ X −→ Y −→ Z −→ 0 is a short exact sequence then
[Y ] = [X] + [Z]. When no confusion is possible, we will simply write X instead
of [X].
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6 1. ABELIAN CATEGORIES

Example 1.5.9. Let S be a set and let VecS be the abelian category of finite
dimensional k-vector spaces graded by S. Then Gr(C) = ZS, the free abelian group
on S.

Exercise 1.5.10. (i) Let C be an abelian category where objects have
finite length. Show that C admits a unique decomposition C = ⊕α∈ICα
such that Cα are indecomposable. (The categories Cα are called the blocks
of C.)

(ii) Show that C is indecomposable if and only if any two simple objects X,Y
of C are linked, i.e., there exists a chain X = X0, X1, ..., Xn = Y of simple
objects of C such that Ext1(Xi, Xi+1) 	= 0 or Ext1(Xi+1, Xi) 	= 0 for all i.

(iii) Let A be a finite dimensional algebra over an algebraically closed field
k, and let C be the category of finite dimensional A-modules. Show that
blocks of C are labeled by characters of the center of A.

1.6. Projective and injective objects

Definition 1.6.1. Let C,D be abelian categories. An additive functor
F : C → D is called left (respectively, right) exact if for any short exact sequence
0→ X → Y → Z → 0 in C the sequence

0→ F (X)→ F (Y )→ F (Z) (respectively, F (X)→ F (Y )→ F (Z)→ 0)

is exact in D. A functor is said to be exact if it is both left and right exact.

One also uses the terms right exact, left exact, and exact for contravariant
functors. Namely, a contravariant functor F : C → D is right exact, left exact, or
exact if so is the corresponding covariant functor C → D∨.

Example 1.6.2. Let X, Y be objects in an abelian category C. The con-
travariant functor HomC(−, Y ) and the covariant functor HomC(X, −) from C to
the category of abelian groups are left exact.

Example 1.6.3. If A is a ring and M is a right A-module, then the functor
V 
→M⊗AV from the category of left A-modules to the category of abelian groups
is right exact.

Exercise 1.6.4. Show that the left adjoint to any functor between abelian
categories is right exact, and the right adjoint is left exact.

Definition 1.6.5. An object P in an abelian category C is called projective if
the functor HomC(P, −) is exact. An object I in C is called injective if the functor
HomC(−, I) is exact.

Let us assume that all objects of an abelian category C have finite length, see
Definition 1.5.3.

Definition 1.6.6. Let X ∈ C. A projective cover of X is a projective object
P (X) ∈ C together with an epimorphism p : P (X)→ X such that if g : P → X is
an epimorphism from a projective object P to X, then there exists an epimorphism
h : P → P (X) such that ph = g.

If a projective cover P (X) of X exists then it is unique up to a non-unique
isomorphism.
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1.7. HIGHER EXT GROUPS AND GROUP COHOMOLOGY 7

Definition 1.6.7. Let X ∈ C. An injective hull of X is an injective object
Q(X) ∈ C together with a monomorphism i : X → Q(X) such that if g : X → Q is a
monomorphism from X to an injective object Q, then there exists a monomorphism
h : Q(X)→ Q such that hi = g.

If an injective hull of X exists then it is unique up to a non-unique isomorphism.

1.7. Higher Ext groups and group cohomology

Let R be a ring, and let M, N be (left) R-modules. Recall that a projective
resolution of M is an exact sequence

· · · → P2 → P1 → P0 →M → 0,

where Pi are projective (e.g., free) R-modules. Given such a resolution, we can
define the sequence of modules and maps

0→ HomR(P0, N)→ HomR(P1, N)→ HomR(P2, N)→ · · ·
which is a complex. Namely, denoting by di the map Hom(Pi−1, N)→ Hom(Pi, N)
for i ≥ 0 (where P−1 := 0), we have di+1◦di = 0. Recall also that the cohomology of
this complex, Hi := Ker(di+1)/ Im(di), is independent on the resolution P • up to a

canonical isomorphism. For i > 0, this cohomology is denoted by Exti(M,N) (it is

easy to see that Ext0(M,N) = HomR(M,N)). It is easy to show that Exti(M,N) for
i = 1 is canonically isomorphic to Ext1(M,N) defined using short exact sequences.

Let 0 → N1 → N2 → N3 → 0 be a short exact sequence of R-modules. Then
it is well known that there is a long exact sequence of cohomology

· · · → Exti(M, N1)→ Exti(M, N2)→ Exti(M,N3)→ Exti+1(M, N1)→ · · ·
Let us now consider an example of this which will be especially important in

this book. Let G be a group, and let A be an abelian group with an action of
G (i.e., a G-module). Then the groups ExtiG(Z, A) in the category of G-modules
(where G acts on Z trivially) are called the cohomology groups of G with coefficients
in A, and denoted Hi(G,A).

The groups Hi(G,A) can be defined in a much more explicit way, since there is
an explicit resolution of Z in the category of G-modules, called the bar resolution.
The terms of the bar resolution have the form Pi := Z[Gi+1], with the group action
by g(g0, g1, . . . , gi) = (gg0, g1, . . . , gi), and the maps ∂i : Pi → Pi−1 are defined by
the formula

∂i(g0, . . . , gi) = (g0g1, g2, . . . , gi)− (g0, g1g2, . . . , gi) +

· · ·+ (−1)i−1(g0, . . . , gi−1gi) + (−1)i(g0, . . . , gi−1).

It is easy to check that this is indeed a resolution. We have an isomorphism
γi : HomG(Pi, A) ∼= Fun(Gi, A), given by

γi(h)(g1, . . . , gi) := h(1, g1, . . . , gi),

and the maps di = ∂∗
i : HomG(Pi−1, A) → HomG(Pi, A) upon this identification

take the form

di(f)(g1, . . . , gi) := g1f(g2, . . . , gi)− f(g1g2, . . . , gi) +

· · ·+ (−1)i−1f(g1, . . . , gi−1gi) + (−1)if(g1, . . . , gi−1).

The complex with terms Ci = Ci(G,A) := Fun(Gi, A) and differentials defined in
this way is called the standard complex of G with coefficients in A. The cocycles
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8 1. ABELIAN CATEGORIES

Ker(di+1) and coboundaries Im(di) of this complex are denoted by Zi(G, A) and
Bi(G, A), respectively, and the group cohomology Hi(G, A) is the cohomology of
this complex.

Note that if A is a commutative ring and the G-action preserves the multiplica-
tion in A then H∗(G,A) is a graded commutative ring, with multiplication induced
by the Yoneda product on Ext groups.

Example 1.7.1. For i = 1, 2, 3, 4, the definition of di looks like

d1(f)(g) = gf − f ,

d2(f)(g, h) = gf(h)− f(gh) + f(g),

d3(f)(g, h, k) = gf(h, k)− f(gh, k) + f(g, hk)− f(g, h),

d4(f)(g, h, k, l) = gf(h, k, l)− f(gh, k, l) + f(g, hk, l)− f(g, h, kl) + f(g, h, k).

Example 1.7.2. (i) H0(G, A) = AG, the G-invariants in A. So if the
action of G on A is trivial, H0(G, A) = A.

(ii) If G acts trivially on A then H1(G,A) = Hom(G, A). More generally,
for any A, H1(G, A) classifies homomorphisms from G to the semidirect
product A � G which are right inverse to the projection A � G → G, up
to conjugation by elements of A.

(iii) H2(G, A) classifies abelian extensions of G by A. In particular, if G acts
trivially on A, it classifies central extensions of G by A.

Remark 1.7.3. The definition of a 1-cocycle can be generalized to the case
when the group A is not necessarily abelian. In this case, writing the operation in
A multiplicatively, the equation for a 1-cocycle takes the form

f(gh) = f(g) · gf(h).

Such cocycles, in general, do not form a group (only a set), but this set has an
action of A via

(a ◦ f)(g) := a · f(g) · g(a)−1.

The set of orbits of this action is called the first cohomology of G with coefficients
in A and is denoted H1(G, A). Obviously, in the abelian case this coincides with
the above definition. Also, it is easy to see that as in the abelian case, H1(G, A)
classifies homomorphisms G → A � G which are right inverse to the standard
projection, up to the action of A by conjugation.

Example 1.7.4. Let G = Z/nZ be a finite cyclic group. Let us compute
the cohomology Hi(G, Z). The bar resolution of Z is too big for a convenient
computation, but luckily there is a much smaller free resolution. Namely, let Pi =
ZG = Z[g]/(gn − 1), and let ∂i : Pi → Pi−1 be given by ∂if = (g − 1)f if i is odd,
and ∂i(f) = (1+ g+ ...+ gn−1)f if i is even. Using this resolution, it is easy to find
that H2j+1(G, Z) = 0 and H2j(G, Z) = Z/nZ for j > 0, while H0(G, Z) = Z.

Exercise 1.7.5. Show that the graded ring H∗(Z/nZ, Z) is

H∗(Z/nZ, Z) = Z[x]/(nx) = Z⊕ x(Z/nZ)[x],

where x is a generator in degree 2.
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1.8. Locally finite (artinian) and finite abelian categories

Let k be a field.

Definition 1.8.1. A k-linear abelian category C is said to be locally finite if
the following two conditions are satisfied:

(i) for any two objects X, Y in C the k-vector space HomC(X,Y ) is finite
dimensional;

(ii) every object in C has finite length.

In particular, the Jordan-Hölder Theorem 1.5.4 and Krull-Schmidt Theorem
1.5.7 hold in any locally finite abelian category.

Remark 1.8.2. Locally finite abelian categories are also called artinian cate-
gories.

Almost all abelian categories we consider in this book are locally finite.
We will denote by O(C) the set of isomorphism classes of simple objects of a

locally finite abelian category C.
Definition 1.8.3. An additive functor F : C → D between two locally finite

abelian categories is injective if it is fully faithful (i.e., bijective on the sets of
morphisms).2 We say that F is surjective if any simple object of D is a subquotient
of some object F (X), where X is an object of C 3.

Proposition 1.8.4. Suppose that k is algebraically closed. In any locally finite
category C over k we have HomC(X, Y ) = 0 if X,Y are simple and non-isomorphic
and HomC(X, X) = k for any simple object X.

Proof. Let f : X → Y be a morphism. By Schur’s Lemma 1.5.2 either f = 0
or f is an isomorphism. This implies that HomC(X, Y ) = 0 if X,Y are simple
and non-isomorphic, and Hom(X, X) is a division algebra. Since k is algebraically
closed, condition (i) of Definition 1.8.1 implies that Hom(X, X) = k for any simple
object X ∈ C. �

Definition 1.8.5. A k-linear abelian category C is said to be finite if it is equiv-
alent to the category A−mod of finite dimensional modules over a finite dimensional
k-algebra A.

Of course, such an algebra A is not canonically attached to the category C.
Instead, C determines the Morita equivalence class of A. For this reason, it is
often better to use the following “intrinsic” definition, which is well known to be
equivalent to Definition 1.8.5.

Definition 1.8.6. A k-linear abelian category C is finite if

(i) C has finite dimensional spaces of morphisms;
(ii) every object of C has finite length;
(iii) C has enough projectives, i.e., every simple object of C has a projective

cover; and
(iv) there are finitely many isomorphism classes of simple objects.

2We will use the terms “injective functor” and “fully faithful functor” interchangeably.
3This definition does not coincide with a usual categorical definition of an essentially surjec-

tive functor which requires that every object of D be isomorphic to some F (X) for an object X
in C.
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10 1. ABELIAN CATEGORIES

Note that the first two conditions of Definition 1.8.6 are the requirement that
C be locally finite.

To see the equivalence of Definitions 1.8.5 and 1.8.6, observe that if A is a
finite dimensional algebra then A−mod clearly satisfies (i)-(iv), and conversely, if C
satisfies (i)-(iv), then one can take A = End(P )op, where P is a projective generator
of C (e.g., P =

⊕n
i=1 Pi, where Pi are projective covers of all the simple objects

Xi, i = 1, . . . , n, of C).
A projective generator P of C represents a functor F = FP : C → Vec

from C to the category of finite dimensional k-vector spaces, given by the formula
F (X) = HomC(P, X). The condition that P is projective translates into the ex-
actness property of F , and the condition that P is a generator (i.e., covers any
simple object) translates into the property that F is faithful (does not kill nonzero
objects or morphisms). Moreover, the algebra A = End(P )op can be alternatively
defined as End(F ), the algebra of functorial endomorphisms of F . Conversely, it
is well known (and easy to show) that any exact faithful functor F : C → Vec is
represented by a unique (up to a unique isomorphism) projective generator P .

Remark 1.8.7. The dual category of a finite abelian category is finite. Namely,
the dual to the category of finite dimensional A-modules is the category of finite
dimensional Aop-modules, where Aop is the algebra A with opposite multiplica-
tion, and the duality functor between these categories is the functor of taking the
dual module, V 
→ V ∗. Thus, in a finite abelian category, any object has both a
projective cover and an injective hull.

Let A, B be finite dimensional k-algebras and let A−mod, B−mod denote the
categories of finite dimensional modules over them.

Definition 1.8.8. We say that an additive k-linear functor

F : A−mod→ B−mod

is (⊗-)representable if there exists a (B,A)-bimodule V such that F is naturally
isomorphic to (V ⊗A −).

Remark 1.8.9. An additive k-linear functor F : A−mod → k−Vec is repre-
sentable if and only if it has a right adjoint.

Proposition 1.8.10. An additive k-linear functor F : A−mod → B−mod is
representable if and only if it is right exact.

Proof. The “only if” direction is clear, as the tensor product functor is right
exact. To prove the “if” direction, let F be a right exact functor. Let V = F (A).
Then V is a B-module which has a commuting right action of A, i.e., is a (B,A)-
bimodule. We claim that F (X) may be identified with V ⊗AX for all X, naturally
in X. Indeed, this is clearly true if X is free. Let M → N → X → 0 be an exact
sequence such that M,N are free. If we apply F to this sequence and use that it is
right exact, F (X) gets identified with the cokernel of the map V ⊗AM → V ⊗AN ,
which is canonically V ⊗A X. It is easy to check that this isomorphism F (X) →
V ⊗A X is independent on the choice of the sequence M → N → X → 0, and is
functorial in X, so we are done. �

Corollary 1.8.11. Let C be a finite abelian k-linear category, and let
F : C → Vec be an additive k-linear left exact functor. Then F = HomC(V, −)
for some object V ∈ C.
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1.8. LOCALLY FINITE (ARTINIAN) AND FINITE ABELIAN CATEGORIES 11

Proof. Let C = A−mod for a finite dimensional algebra A. The functor
X 
→ F (X∗)∗ is a right exact functor on the category A−mod∨. Hence, by Proposi-
tion 1.8.10, F (X∗)∗ = X ⊗A V , where V ∈ A−mod. Thus, F (X∗) = (X ⊗A V )∗ =
HomA(V,X

∗), i.e., F (Y ) = HomC(V, Y ) for Y ∈ C. �
Remark 1.8.12. The Yoneda Lemma states that morphisms between functors

in Corollary 1.8.11 are precisely morphisms between the representing objects in C.
That is, a morphism between functors HomC(V, −) and HomC(W, −) is given by
the right composition with a morphism φ : W → V in C.

Let C be a finite k-linear abelian category. For any Y in C and simple X one
has

(1.7) dimk HomC(P (X), Y ) = [Y : X].

Let K0(C) denote the free abelian group generated by isomorphism classes of inde-
composable projective objects of C.

Definition 1.8.13. Elements of K0(C) ⊗Z k will be called virtual projective
objects of C.

We have an obvious homomorphism

(1.8) γ : K0(C)→ Gr(C).
Although the groups K0(C) and Gr(C) have the same rank, in general γ is neither
surjective nor injective even after tensoring with Q, see Section 6.1.

Definition 1.8.14. The matrix C of γ in the natural bases (i.e., the matrix
with entries [P (X) : Y ], where X, Y run through isomorphism classes of simple
objects of C) will be called the Cartan matrix of C.

Let F1, F2 : C → Vec be two exact faithful functors. Define a functor

F1 ⊗ F2 : C × C → Vec

given by
(X, Y ) 
→ F1(X)⊗ F2(Y ).

Proposition 1.8.15. There is a canonical algebra isomorphism

αF1,F2
: End(F1)⊗ End(F2) ∼= End(F1 ⊗ F2)

given by
αF1,F2

(η1 ⊗ η2)|F1(X)⊗F2(Y ) := η1|F1(X) ⊗ η2|F2(Y ),

where ηi ∈ End(Fi), i = 1, 2.

Exercise 1.8.16. Prove Proposition 1.8.15.

The following proposition is due to O. Gabber (see [De1], Proposition 2.14).

Proposition 1.8.17. Let C be a locally finite abelian category. Suppose that
there exists X ∈ C such that any object of C is a subquotient of a direct sum
of finitely many copies of X. Then C has a projective generator, i.e., is a finite
abelian category.

Definition 1.8.18. Let F : C → D be an exact functor between two locally
finite abelian categories. The image of F is the full subcategory ImF ⊂ D consisting
of all objects contained as subquotients in F (X) for some X ∈ C.
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12 1. ABELIAN CATEGORIES

Proposition 1.8.19. If C in Definition 1.8.18 is finite then ImF is a finite
abelian category.

Proof. First of all, it is clear that ImF is a locally finite abelian category.
Now let P be a projective generator of C. Then any object of ImF is a subquotient
of F (P )⊕n. Thus, according to Proposition 1.8.17, the category ImF is finite. �

1.9. Coalgebras

Definition 1.9.1. A coalgebra (with counit) over a field k is a k-vector space C
together with a comultiplicaton (or coproduct) Δ : C → C⊗C and counit ε : C → k

such that Δ and ε are k-linear maps and

(i) Δ is coassociative, i.e.,

(Δ⊗ idC) ◦Δ = (idC ⊗Δ) ◦Δ

as maps C → C⊗3;
(ii) one has

(ε⊗ idC) ◦Δ = (idC ⊗ε) ◦Δ = idC

as maps C → C (the “counit axiom”).

Definition 1.9.2. A left comodule over a coalgebra C is a vector space M
together with a linear map π : M → C ⊗M (called the coaction map), such that
for any m ∈M , one has

(Δ⊗ id)(π(m)) = (id⊗π)(π(m)), (ε⊗ id)(π(m)) = m.

Similarly, a right comodule over C is a vector space M together with a linear map
π : M →M ⊗ C, such that for any m ∈M , one has

(π ⊗ id)(π(m)) = (id⊗Δ)(π(m)), (id⊗ε)(π(m)) = m.

For example, C is a left and right comodule over itself with π = Δ.

Exercise 1.9.3. (i) Show that if C is a coalgebra then C∗ is an algebra,
and if A is a finite dimensional algebra then A∗ is a coalgebra in a natural
way.

(ii) Show that for any coalgebra C, any (left or right) C-comodule M is a
(respectively, right or left) C∗-module, and the converse is true if C is
finite dimensional.

Exercise 1.9.4. (i) Show that any coalgebra C is a sum of finite dimen-
sional subcoalgebras.

Hint: let c ∈ C, and let

(Δ⊗ id) ◦Δ(c) = (id⊗Δ) ◦Δ(c) =
∑
i

c
(1)
i ⊗ c

(2)
i ⊗ c

(3)
i .

Show that span(c
(2)
i ) is a subcoalgebra of C containing c.

(ii) Show that any C-comodule is a sum of finite dimensional subcomodules.

Proposition 1.9.5. Let C be a coalgebra over k. Then the category of finite
dimensional left (or right) C-comodules is a locally finite k-linear abelian category.
If C is finite dimensional, this category is finite.
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1.9. COALGEBRAS 13

Proof. Using Exercise 1.9.3, the category of left C-comodules is a full sub-
category of the category of right C∗-modules, which is the whole category if C is
finite dimensional. This implies the statement. �

Exercise 1.9.6. Let A, B be coalgebras, and f : A → B a homomorphism.
Let F = f∗ : A−comod → B−comod be the corresponding pushforward functor.
Then F is surjective if and only if f is surjective.

Definition 1.9.7. Let C be a coalgebra. A nonzero element x ∈ C is called
grouplike if Δ(x) = x⊗ x.

This terminology will be justified in Exercises 5.2.6 and 5.3.13.

Remark 1.9.8. There is a bijection between grouplike elements of a coalgebra
C and its one-dimensional subcoalgebras, given by x 
→ kx.

Example 1.9.9. LetX be a set. Then kX, the set of formal linear combinations
of elements of X, is a coalgebra, with Δ(x) = x ⊗ x for x ∈ X. The grouplike
elements of kX are precisely elements x ∈ X.

Definition 1.9.10. Let C be a coalgebra and let g, h be grouplike elements in
C. An element x ∈ C is called skew-primitive (or (g, h)-skew-primitive) if Δ(x) =
g ⊗ x+ x⊗ h.

The subspace of (g, h)-skew-primitive elements of C will be denoted Primg,h(C).

Remark 1.9.11. Let g, h be grouplike elements of a coalgebra C. A multiple
of g − h is always a (g, h)-skew-primitive element. Such a skew-primitive element
is called trivial.

In fact, the notion of a skew-primitive element has a categorical meaning.
Namely, we have the following proposition.

Proposition 1.9.12. Let g and h be grouplike elements of a coalgebra C. The
space Primg,h(C)/k(g − h) is naturally isomorphic to Ext1(h, g), where g, h are
regarded as 1-dimensional right C-comodules.

Proof. Let V be a 2-dimensional C-comodule, such that we have an exact
sequence

0→ g → V → h→ 0.

Then V has a basis v0, v1 such that

π(v0) = v0 ⊗ g, π(v1) = v0 ⊗ x+ v1 ⊗ h.

The condition that this is a comodule yields that x is a skew-primitive element
of type (g, h). So any extension defines a skew-primitive element, and vice versa.
Also, we can change the basis by v0 → v0, v1 → v1 + λv0, which modifies x by
adding a trivial skew-primitive element. This implies the result. �

An important class of coalgebras is the class of pointed coalgebras.

Definition 1.9.13. A coalgebra C is pointed if any simple right C-comodule
is 1-dimensional.

Remark 1.9.14. A finite dimensional coalgebra C is pointed if and only if the
algebra C∗ is basic, i.e., the quotient C∗/Rad(C∗) of C∗ by its radical is commuta-
tive. In this case, simple C-comodules are points of Spec(C∗/Rad(C∗)) (here Spec
stands for the set of maximal ideals), which justifies the term “pointed”.
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14 1. ABELIAN CATEGORIES

In the next section we will prove the following theorem:

Theorem 1.9.15 (Takeuchi, [Tak2]). Any essentially small locally finite abelian
category C over a field k is equivalent to the category C−comod for a unique pointed
coalgebra C. In particular, if C is finite, it is equivalent to the category A−mod for
a unique basic algebra A (namely, A = C∗).

1.10. The Coend construction

Let C be a k-linear abelian category, and F : C → Vec an exact, faithful functor.
In this case one can define the space Coend(F ) as follows:

(1.9) Coend(F ) := (⊕X∈CF (X)∗ ⊗ F (X))/E

where E is spanned by elements of the form y∗ ⊗ F (f)x− F (f)∗y∗ ⊗ x, x ∈ F (X),
y∗ ∈ F (Y )∗, f ∈ Hom(X,Y ); in other words,

Coend(F ) = lim−→End(F (X))∗.

Thus we have End(F ) = lim←−End(F (X)) = Coend(F )∗, which yields a coalgebra

structure on Coend(F ). So the algebra End(F ) (which may be infinite dimensional)
carries the inverse limit topology, in which a basis of neighborhoods of zero is formed
by the kernels KX of the maps End(F ) → End(F (X)), X ∈ C, and Coend(F ) =
End(F )∨, the space of continuous linear functionals on End(F ).

The following theorem is standard (see [Tak2]).

Theorem 1.10.1. Let C be a k-linear abelian category with an exact faithful
functor F : C → Vec. Then C is locally finite, and F defines an equivalence be-
tween C and the category of finite dimensional right comodules over C := Coend(F )
(or, equivalently, with the category of continuous finite dimensional left End(F )-
modules).

Proof. We sketch the proof, leaving the details to the reader. Consider the
ind-object Q := ⊕X∈CF (X)∗ ⊗X. For X,Y ∈ C and f ∈ Hom(X,Y ), let

jf : F (Y )∗ ⊗X → F (X)∗ ⊗X ⊕ F (Y )∗ ⊗ Y ⊂ Q

be the morphism defined by the formula

jf = id⊗f − F (f)∗ ⊗ id .

Let I be the quotient of Q by the image of the direct sum of all jf .
The following statements are not hard to verify:

(i) I represents the functor F (−)∗, i.e., Hom(X, I) is naturally isomorphic to
F (X)∗; in particular, I is injective.

(ii) F (I) = C, and I is naturally a left C-comodule. Its comodule structure
is induced by the coevaluation morphism

F (X)∗ ⊗X
coevF (X)−−−−−→ F (X)∗ ⊗ F (X)⊗ F (X)∗ ⊗X.

(iii) Let us regard F as a functor C → C − comod. For M ∈ C − comod, let
θM : M ⊗ I →M ⊗C ⊗ I be the morphism πM ⊗ id− id⊗πI , and let KM

be the kernel of θM . Then the functor G : C − comod → C given by the
formula G(M) = Ker θM , is a quasi-inverse to F .

This completes the proof. �
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Exercise 1.10.2. (i) Check statements (i)-(iii) in the proof of Theorem 1.10.1.
(ii) Let C be the category of finite dimensional representations of a finite (or,

more generally, affine algebraic) group G over k. Deduce directly from the definition
of the object I from the proof of Theorem 1.10.1 that I ∼= O(G), the algebra of
regular functions on G, with the action of G by right multiplication (you may first
consider the case when C is semisimple).

Proof of Theorem 1.9.15. Now let us use the Coend construction to prove
Theorem 1.9.15. Consider the dual category C∨ (which is also locally finite). It is
known that the ind-completion of C∨ is a Grothendieck category, so it has enough
injectives.4 This means that every simple object L of C∨ has an injective hull QL

in the ind-completion Ind(C∨). Let Q = ⊕LQL, where the sum is taken over
isomorphism classes of simple objects of C∨. Consider the (covariant) functor
F : C → Vec given by F (X) = HomC∨(X,Q). The functor F is exact and faithful,
and for every simple object L ∈ C, dimF (L) = 1. This means that C := Coend(F )
is a pointed coalgebra, and by Theorem 1.10.1, we have an equivalence of cate-
gories C−comod ∼= C. Moreover, suppose C ′ is another pointed coalgebra, and
G : C ′−comod → C−comod is an equivalence. Then Q = G(C ′) is an injective
object in the ind-completion of C−comod∨ such that dimHom(L,Q) = 1 for any
simple object L. This implies that Q = C, hence C ′ is isomorphic to C. Theorem
1.9.15 is proved.

1.11. Deligne’s tensor product of locally finite abelian categories

Let C,D be two locally finite abelian categories over a field k.

Definition 1.11.1. Deligne’s tensor product C�D is an abelian k-linear cate-
gory which is universal for the functor assigning to every k-linear abelian category
A the category of right exact in both variables bilinear bifunctors C×D → A. That
is, there is a bifunctor

� : C × D → C �D : (X, Y ) 
→ X � Y

which is right exact in both variables and is such that for any right exact in both
variables bifunctor F : C × D → A there exists a unique right exact functor
F̄ : C �D → A satisfying F̄ ◦� = F .

Proposition 1.11.2. (i) A Deligne’s tensor product C �D exists and is
a locally finite abelian category.

(ii) It is unique up to a unique equivalence.
(iii) Let C, D be coalgebras and let C = C−comod and D = D−comod. Then

C �D = (C ⊗D)−comod.
(iv) The bifunctor � is exact in both variables and satisfies

HomC(X1, Y1)⊗ HomD(X2, Y2) ∼= HomC�D(X1 � X2, Y1 � Y2).

(v) Any bilinear bifunctor F : C × D → A exact in each variable defines an
exact functor F̄ : C �D → A.

Proof. We only give a sketch. Part (ii) follows from the universal property
in the usual way. To prove (i), take coalgebras C, D such that C = C−comod,
D = D−comod (such coalgebras exist by Theorem 1.9.15). Then one can define

4The notion of a Grothendieck category comes from the paper [Gr]; see [KashS] for basics
of the theory of Grothendieck categories.
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16 1. ABELIAN CATEGORIES

C � D = (C ⊗ D)−comod, and it is easy to show that it satisfies the required
conditions. This together with (ii) also implies (iii). Parts (iv) and (v) are routine.

�

Deligne’s tensor product can also be applied to functors. If F : C → C	 and
G : D → D	 are right exact functors between locally finite abelian categories then
one defines the functor F�G : C�D → C	�D	 using the defining universal property
(see Definition 1.11.1) of C �D. Namely, the bifunctor

F ×G : C × D → C	 �D	 : (V, W ) 
→ F (V ) � G(W )

canonically extends to a right exact functor F � G : C �D → C	 �D	.

1.12. The finite dual of an algebra

It follows from Exercise 1.9.3 that if A is a finite dimensional algebra, then its
dual A∗ is a coalgebra. However, this is no longer true if A is infinite dimensional:
the dual map m∗, where m : A ⊗ A → A is the multiplication of A, maps A∗ to
(A ⊗ A)∗, which is bigger than A∗ ⊗ A∗, so it does not induce the structure of a
coalgebra on A∗. However, it turns out that there is a natural subspace in A∗ which
carries the structure of a coalgebra.

Definition 1.12.1. The finite dual A∗
fin of A is the collection of all f ∈ A∗

that vanish on a (two-sided) ideal of finite codimension.

Note that A∗
fin is a subspace of A∗. Indeed, if f, g ∈ A∗ vanish on ideals I and

J , respectively, then f + g vanishes on I ∩ J . If I and J have finite codimension,
then so does I ∩ J .

Proposition 1.12.2. The maps Δ := m∗ and ε := u∗, where m : A⊗ A→ A
and u : k→ A are the multiplication and unit of A, define a coalgebra structure on
A∗

fin.

Proof. Take f ∈ A∗
fin and let I ⊂ A be an ideal of finite codimension such

that f ∈ I⊥. Then Δ(f) vanishes on I ⊗A+A⊗ I (since Δ(f)(a⊗ b) = f(ab) for
a, b ∈ A) and, hence, Δ(f) ∈ I⊥ ⊗ I⊥ ⊂ A∗

fin ⊗ A∗
fin. The axioms of a coalgebra

follow by duality. �

Remark 1.12.3. Note that if A does not have finite dimensional modules, then
A∗

fin = 0.

1.13. Pointed coalgebras and the coradical filtration

Let C be a locally finite abelian category.
Any object X ∈ C has a canonical filtration

(1.10) 0 = X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xn = X

such that Xi+1/Xi is the socle (i.e., the maximal semisimple subobject) of X/Xi

(in other words, Xi+1/Xi is the sum of all simple subobjects of X/Xi).

Definition 1.13.1. The filtration of X by Xi is called the socle filtration or
the coradical filtration of X.
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It is easy to show by induction that the socle filtration is a filtration of X
of the smallest possible length, such that the successive quotients are semisimple.
The length of the socle filtration of X is called the Loewy length of X, and denoted
Lw(X). Then we have a filtration of the category C by Loewy length of objects:
C0 ⊂ C1 ⊂ ..., where Ci denotes the full subcategory of objects of C of Loewy
length ≤ i + 1. Clearly, the Loewy length of any subquotient of an object X does
not exceed the Loewy length of X, so the categories Ci are closed under taking
subquotients.

Definition 1.13.2. The filtration of the category C by Ci is called the socle
filtration or the coradical filtration of C.

If C is endowed with an exact faithful functor F : C → Vec then we can
define the coalgebra C = Coend(F ) and its subcoalgebras Ci = Coend(F |Ci

), and
we have Ci ⊂ Ci+1 and C = ∪iCi (alternatively, we can say that Ci is spanned
by matrix elements of C-comodules F (X), X ∈ Ci.5 Thus we have defined an
increasing filtration by subcoalgebras of any coalgebra C. This filtration is called
the coradical filtration, and the term C0 is called the coradical of C.

The “linear algebra” definition of the coradical filtration is as follows. One says
that a coalgebra is simple if it does not have nontrivial subcoalgebras, i.e., if it is
finite dimensional, and its dual is a simple (i.e., matrix) algebra. Then C0 is the
sum of all simple subcoalgebras of C. The coalgebras Cn+1 for n ≥ 1 are then
defined inductively to be the spaces of those x ∈ C for which

Δ(x) ∈ Cn ⊗ C + C ⊗ C0.

Exercise 1.13.3. (i) Suppose that C is a finite dimensional coalgebra,
and I is the Jacobson radical of C∗. Show that C⊥

n = In+1, and generalize
this statement to the infinite dimensional case. This justifies the term
“coradical filtration”.

(ii) Show that the coproduct respects the coradical filtration, i.e.,
Δ(Cn) ⊂

∑n
i=0 Ci ⊗ Cn−i.

(iii) Show that C0 is the direct sum of simple subcoalgebras of C. In particular,
grouplike elements of any coalgebra C are linearly independent.

Hint: Simple subcoalgebras of C correspond to finite dimensional
irreducible representations of C∗.

(iv) We have defined Ci in three ways: as Coend(F |Ci
), as the span of matrix

elements of F (X), X ∈ Ci, and by the “linear algebra” definition above.
Show that these three definitions agree.

Let

(1.11) gr(C) :=
∞⊕
i=0

Ci+1/Ci

be the associated graded coalgebra of a coalgebra C with respect to the coradical
filtration. Then gr(C) is a Z+-graded coalgebra. It is easy to see from Exercise
1.13.3(i) that the coradical filtration of gr(C) is induced by its grading. A graded
coalgebra C̄ with this property (i.e., one isomorphic to gr(C) for some coalgebra
C) is said to be coradically graded, and a coalgebra C such that gr(C) = C̄ is called
a lifting of C.

5If M is a right C-comodule with coaction π : M → M ⊗ C then a matrix element of M is
an element (f ⊗ 1, π(m)) ∈ C, where f ∈ M∗, m ∈ M .
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18 1. ABELIAN CATEGORIES

Definition 1.13.4. A coalgebra C is said to be cosemisimple if C is a direct
sum of simple subcoalgebras.

Clearly, a coalgebra C is cosemisimple if and only if C−comod is a semisimple
category.

Proposition 1.13.5. A locally finite abelian category C is semisimple if and
only if C0 = C1. In particular, a coalgebra C is cosemisimple if and only if C0 = C1.

Proof. The semisimplicity of C means that Ext1(X,Y ) = 0 for any simple
objects X, Y of C, which implies (by the long exact sequence of cohomology) that

Ext1(X,Y ) = 0 for all objects X,Y ∈ C. �

Corollary 1.13.6. (The Taft-Wilson theorem, [Mon], Theorem 5.4.1) If C is
a pointed coalgebra, then C0 is spanned by (linearly independent) grouplike elements
g, and

C1/C0
∼=
⊕
g,h

Primg,h(C)/k(g − h).

In particular, any non-cosemisimple pointed coalgebra contains nontrivial skew-
primitive elements.

Proof. The first statement is clear (the linear independence follows from Ex-
ercise 1.13.3(iii)). Also, it is clear that any skew-primitive element is contained in
C1. Now, if x ∈ C1, then x is a matrix element of a C-comodule of Loewy length
≤ 2, so it is a sum of matrix elements of 2-dimensional comodules, i.e., a linear
combination of grouplike and skew-primitive elements.

It remains to show that the sum
∑

g,h Primg,h(C)/k(g − h) ⊂ C/C0 is direct.
For this, it suffices to consider the case when C is finite dimensional. Passing to the
dual algebra A = C∗, we see that the statement is equivalent to the claim that I/I2

(where I is the radical of A) is isomorphic (in a natural way) to ⊕g,h Ext
1(h, g)∗.

Let pg be a complete system of orthogonal idempotents in A/I2, such

that h(pg) = δhg. Define a pairing I/I2 × Ext1(h, g) → k which sends a ⊗ α to
the upper right entry of the 2-by-2 matrix by which a acts in the extension of h
by g defined by α. It is easy to see that this pairing descends to a pairing
B : ph(I/I

2)pg × Ext1(h, g) → k. If the extension α is nontrivial, the upper right
entry cannot be zero, so B is right-non-degenerate. Similarly, if a belongs to the
left kernel of B, then a acts by zero in any A-module of Loewy length 2, so a = 0.
Thus, B is left-non-degenerate (i.e., its left kernel is zero). This implies the required
isomorphism. �

Exercise 1.13.7. Prove the following generalization of the Taft-Wilson theo-
rem: if C is a pointed coalgebra then for any n ≥ 1, Cn is spanned by elements x
such that Δ(x) = g⊗x+x⊗h+w, where w ∈ Cn−1⊗Cn−1, and g, h are grouplike
elements of C.

Proposition 1.13.8. ([Mon], Theorem 5.3.1) If C,D are coalgebras, and
f : C → D is a coalgebra homomorphism such that f |C1

is injective, then f is
injective.

Proof. One may assume that C and D are finite dimensional. Then the
statement can be translated into the following statement about finite dimensional
algebras: if A,B are finite dimensional algebras and f : A → B is an algebra

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms
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homomorphism which descends to a surjective homomorphism A → B/Rad(B)2,
then f is surjective.

To prove this statement, let b ∈ B. Let I = Rad(B). We prove by induction
on n that there exists a ∈ A such that b−f(a) ∈ In. The base of induction is clear,
so we only need to do the step of induction. So assume b ∈ In. We may assume
that b = b1...bn, bi ∈ I, and let ai ∈ A be such that f(ai) = bi modulo I2. Let
a = a1...an. Then b− f(a) ∈ In+1, as desired. �

1.14. Bibliographical notes

1.1-1.7. Abelian categories were introduced by Grothendieck [Gr] and Buchs-
baum [Bu] (under the name of exact categories). Mitchell’s Theorem 1.3.8 appeared
in [Mit]. See the books by Freyd [Fr] and Kashiwara and Shapira [KashS] for ba-
sics of the theory of abelian categories and the books by Hilton and Stammbach
[HiS], Gelfand and Manin [GelfM], and Weibel [Weib] for homological algebra.

1.8. For a discussion of artinian (or locally finite) categories see Gabriel’s thesis
[Gabr] (note that the terminology there is a bit different from ours). For a theory
of finite abelian categories, see the book by Gabriel and Roiter [GabR].

1.9. For the basic theory of coalgebras see the book by Montgomery [Mon]
and the survey paper by Chin [Chi].

1.10. For the Coend construction and reconstruction theory for coalgebras, see
the paper by Takeuchi [Tak2] and the paper of Schauenburg [Schau1].

1.11. Construction of the tensor product of artinian categories is given by
Deligne [De1].

1.12. The finite dual of an algebra is discussed by Cartier in [Car2, p. 569]
(under the name “reduced dual”).

1.13. Pointed coalgebras, the coradical filtration, and the Taft-Wilson theorem
are discussed in [Mon].
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CHAPTER 2

Monoidal categories

2.1. Definition of a monoidal category

A good way of thinking about category theory (which will be especially useful
throughout this book) is that category theory is a refinement (or “categorification”)
of ordinary algebra. In other words, there exists a dictionary between these two
subjects, such that usual algebraic structures are recovered from the corresponding
categorical structures by passing to the set of isomorphism classes of objects.

For example, the notion of a category is a categorification of the notion of a
set. Similarly, abelian categories are a categorification of abelian groups 1 (which
justifies the terminology).

This dictionary goes surprisingly far, and many important constructions below
will come from an attempt to enter into it a categorical “translation” of an algebraic
notion.

In particular, the notion of a monoidal category is the categorification of the
notion of a monoid.

Recall that a monoid may be defined as a set C with an associative multipli-
cation operation (x, y) → x · y (i.e., a semigroup), with an element 1 such that
12 = 1 and the maps x 
→ 1 · x, x 
→ x · 1 : C → C are bijections. It is easy to
show that in a semigroup, the last condition is equivalent to the usual unit axiom
1 · x = x · 1 = x.2

As usual in category theory, to categorify the definition of a monoid, we should
replace the equalities in the definition of a monoid (namely, the associativity equa-
tion (xy)z = x(yz) and the equation 12 = 1) by isomorphisms satisfying some
consistency properties, and the word “bijection” by the word “equivalence” (of
categories). This leads to the following definition.

Definition 2.1.1. A monoidal category is a quintuple (C, ⊗, a, 1, ι) where C
is a category, ⊗ : C × C → C is a bifunctor called the tensor product bifunctor,
a : (−⊗−)⊗− ∼−→ −⊗ (−⊗−) is a natural isomorphism:

(2.1) aX,Y,Z : (X ⊗ Y )⊗ Z
∼−→ X ⊗ (Y ⊗ Z), X, Y, Z ∈ C

called the associativity constraint (or associativity isomorphism), 1 ∈ C is an object

of C, and ι : 1⊗ 1
∼−→ 1 is an isomorphism, subject to the following two axioms.

1To be more precise, the set of isomorphism classes of objects in an abelian category C is a
commutative monoid, but one usually extends it to a group by considering “virtual objects” of
the form X − Y , X,Y ∈ C.

2Indeed, if left and right multiplication by 1 are bijections and 12 = 1, then we have
1 · 1 · x = 1 · x, hence 1 · x = x, and similarly x · 1 = x.

21
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22 2. MONOIDAL CATEGORIES

1. The pentagon axiom. The diagram

(2.2) ((W ⊗X)⊗ Y )⊗ Z

aW,X,Y ⊗idZ������
����

����
���

aW⊗X,Y,Z
�����

����
����

����

(W ⊗ (X ⊗ Y ))⊗ Z

aW,X⊗Y,Z

��

(W ⊗X)⊗ (Y ⊗ Z)

aW,X,Y ⊗Z

��

W ⊗ ((X ⊗ Y )⊗ Z)
idW ⊗aX,Y,Z

�� W ⊗ (X ⊗ (Y ⊗ Z))

is commutative for all objects W, X, Y, Z in C.
2. The unit axiom. The functors

L1 : X 
→ 1⊗X and(2.3)

R1 : X 
→ X ⊗ 1(2.4)

of left and right multiplication by 1 are autoequivalences of C.

Definition 2.1.2. The pair (1, ι) is called the unit object of C.3

Remark 2.1.3. An alternative (and, perhaps, more traditional) definition of a
monoidal category is given in the next section, see Definition 2.2.8.

We see that the set of isomorphism classes of objects in a monoidal category
indeed has a natural structure of a monoid, with multiplication ⊗ and unit 1. Thus,
in the categorical-algebraic dictionary, monoidal categories indeed correspond to
monoids (which explains their name).

Definition 2.1.4. A monoidal subcategory of a monoidal category (C,⊗, a,1, ι)
is a quintuple (D,⊗, a,1, ι), where D ⊂ C is a subcategory closed under the tensor
product of objects and morphisms and containing 1 and ι.

Unless otherwise specified, we will always consider full monoidal subcategories.

Definition 2.1.5. Let (C, ⊗, a, 1, ι) be a monoidal category. The monoidal
category (Cop, ⊗op, 1, aop, ι) opposite to C is defined as follows. As a category
Cop = C, its tensor product is given by X ⊗op Y := Y ⊗ X and the associativity
constraint of Cop is aopX,Y,Z := a−1

Z,Y,X .

Remark 2.1.6. The notion of the opposite monoidal category is not to be
confused with the usual notion of the dual category, which is the category C∨
obtained from C by reversing arrows (for any category C). Note that if C is monoidal,
so is C∨ (in a natural way), which makes it even easier to confuse the two notions.

2.2. Basic properties of unit objects

Let (C,⊗, a,1, ι) be a monoidal category. Define natural isomorphisms

(2.5) lX : 1⊗X → X and rX : X ⊗ 1→ X

in such a way that L1(lX) and R1(rX) are equal, respectively, to the compositions

1⊗ (1⊗X)
a−1
1,1,X−−−−→ (1⊗ 1)⊗X

ι⊗idX−−−−→ 1⊗X,(2.6)

(X ⊗ 1)⊗ 1
aX,1,1−−−−→ X ⊗ (1⊗ 1)

idX ⊗ι−−−−→ X ⊗ 1.(2.7)

3We note that there is no condition on the isomorphism ι, so it can be chosen arbitrarily.
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2.2. BASIC PROPERTIES OF UNIT OBJECTS 23

Definition 2.2.1. Isomorphisms (2.5) are called the left and right unit con-
straints or unit isomorphisms.

The unit constraints provide a categorical counterpart of the unit axiom
1X = X1 = X of a monoid in the same sense as the associativity isomorphism
provides the categorical counterpart of the associativity equation.

Proposition 2.2.2. For any object X in C there are equalities

(2.8) l1⊗X = id1 ⊗ lX and rX⊗1 = rX ⊗ id1.

Proof. It follows from naturality of the left unit constraint l that the following
diagram commutes

(2.9) 1⊗ (1⊗X)
1⊗lX ��

l1⊗X

��

1⊗X

lX

��

1⊗X
lX �� X.

Since lX is an isomorphism, the first identity follows. The second one follows
similarly from naturality of r. �

Proposition 2.2.3. The “triangle” diagram

(2.10) (X ⊗ 1)⊗ Y
aX,1,Y

��

rX⊗idY ����
���

���
��

X ⊗ (1⊗ Y )

idX ⊗lY�����
���

���
�

X ⊗ Y

is commutative for all X,Y ∈ C.

Proof. Consider the following diagram:

(2.11) ((X ⊗ 1)⊗ 1)⊗ Y
aX,1,1⊗idY

��

rX⊗id1 ⊗ idY �����
����

����
����

aX⊗1,1,Y

��

(X ⊗ (1⊗ 1))⊗ Y

(idX ⊗ι)⊗idY		����
����

����
���

aX,1⊗1,Y

��

(X ⊗ 1)⊗ Y

aX,1,Y

��

X ⊗ (1⊗ Y )

(X ⊗ 1)⊗ (1⊗ Y )

rX⊗id1⊗Y



���������������

aX,1,1⊗Y
�����

����
����

����
X ⊗ ((1⊗ 1)⊗ Y )

idX ⊗(ι⊗idY )

�����������������

idX ⊗a1,1,Y

		����
����

����
���

X ⊗ (1⊗ (1⊗ Y ))

idX ⊗l1⊗Y

��

To prove the proposition, it suffices to establish the commutativity of the bot-
tom left triangle (as any object of C is isomorphic to one of the form 1⊗Y ). Since the
outside pentagon is commutative (by the pentagon axiom), it suffices to establish
the commutativity of the other parts of the pentagon. Now, the two quadrangles
are commutative due to the functoriality of the associativity isomorphisms, the
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24 2. MONOIDAL CATEGORIES

commutativity of the upper triangle is the definition of r, and the commutativity
of the lower right triangle holds by Proposition 2.2.2. �

Proposition 2.2.4. The following diagrams commute for all objects X,Y ∈ C:

(2.12) (1⊗X)⊗ Y
a1,X,Y

��

lX⊗idY ����
���

���
��

1⊗ (X ⊗ Y )

lX⊗Y�����
���

���
�

X ⊗ Y

(2.13) (X ⊗ Y )⊗ 1
aX,Y,1

��

rX⊗Y
����

���
���

��
X ⊗ (Y ⊗ 1)

idX ⊗rY�����
���

���
�

X ⊗ Y

Proof. Consider the diagram

(2.14) ((X ⊗ 1)⊗ Y )⊗ Z
aX,1,Y ⊗idZ

��

(rX⊗idY )⊗idZ �����
����

����
����

aX⊗1,Y,Z

��

(X ⊗ (1⊗ Y ))⊗ Z

(idX ⊗lY )⊗idZ		����
����

����
���

aX,1⊗Y,Z

��

(X ⊗ Y )⊗ Z

aX,Y,Z

��

X ⊗ (Y ⊗ Z)

(X ⊗ 1)⊗ (Y ⊗ Z)

rX⊗idY ⊗Z



���������������

aX,1,Y ⊗Z
�����

����
����

����
X ⊗ ((1⊗ Y )⊗ Z)

idX ⊗(lY ⊗idZ)
�����������������

idX ⊗a1,Y,Z		����
����

����
���

X ⊗ (1⊗ (Y ⊗ Z)),

idX ⊗lY ⊗Z

��

where X,Y, Z are objects in C. The outside pentagon commutes by the pentagon
axiom (2.2). The functoriality of a implies the commutativity of the two middle
quadrangles. The triangle axiom (2.10) implies the commutativity of the upper
triangle and the lower left triangle. Consequently, the lower right triangle commutes
as well. Setting X = 1 and applying the functor L−1

1 to the lower right triangle,
we obtain commutativity of the triangle (2.12). The commutativity of the triangle
(2.13) is proved similarly. �

Corollary 2.2.5. In any monoidal category l1 = r1 = ι.

Proof. Set Y = Z = 1 in (2.12). We have:

l1 ⊗ id1 = l1⊗1 ◦ a1,1,1 = (id1⊗l1) ◦ a1,1,1.
Next, setting X = Y = 1 in the triangle axiom (2.10) we obtain

r1 ⊗ id1 = (id1⊗l1) ◦ a1,1,1.
By the definition of the unit constraint (id1⊗l1) ◦ a1,1,1 = ι ⊗ id1. Hence,
r1 ⊗ id1 = l1 ⊗ id1 = ι⊗ id1 and r1 = l1 = ι since R1 is an equivalence. �
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Proposition 2.2.6. The unit object in a monoidal category is unique up to a
unique isomorphism.

Proof. Let (1, ι), (1′, ι′) be two unit objects. Let (r, l), (r′, l′) be the corre-

sponding unit constraints. Then we have the isomorphism η := l1′◦(r′1)−1 : 1
∼−→ 1′.

It is easy to show using the commutativity of the above triangle diagrams that η
maps ι to ι′. It remains to show that η is the only isomorphism with this property.
To do so, it suffices to show that if b : 1

∼−→ 1 is an isomorphism such that the
diagram

(2.15) 1⊗ 1
b⊗b

��

ι

��

1⊗ 1

ι

��

1
b

�� 1

is commutative, then b = id1. To see this, it suffices to note that for any morphism
c : 1→ 1 the diagram

(2.16) 1⊗ 1
c⊗id1 ��

ι

��

1⊗ 1

ι

��

1 c
�� 1

is commutative (since ι = r1 by Corollary 2.2.5), so b ⊗ b = b ⊗ id1 and hence
b = id1. �

Exercise 2.2.7. Verify the assertion in the proof of Proposition 2.2.6 that η
maps ι to ι′.

Hint: use Propositions 2.2.3 and 2.2.4.

The results of this section show that a monoidal category can be alternatively
defined as follows:

Definition 2.2.8. A monoidal category is a sextuple (C,⊗, a,1, l, r) satisfying
the pentagon axiom (2.2) and the triangle axiom (2.10).

Remark 2.2.9. Definition 2.2.8 is perhaps more traditional than Definition
2.1.1, but Definition 2.1.1 is simpler. Besides, Proposition 2.2.6 implies that for
a triple (C, ⊗, a) satisfying a pentagon axiom (which should perhaps be called a
“semigroup category”, as it categorifies the notion of a semigroup), being a monoidal
category is a property and not a structure (similarly to how it is for semigroups
and monoids).

Furthermore, one can show that the commutativity of the triangles implies that
in a monoidal category one can safely identify 1⊗X and X ⊗ 1 with X using the
unit isomorphisms, and assume that the unit isomorphisms are the identities (which
we will usually do from now on).4

In a sense, all this means that in constructions with monoidal categories, unit
objects and isomorphisms always “go along for the ride”, and one need not worry
about them especially seriously. For this reason, below we will typically take less
care dealing with them than we have done in this section.

4We will return to this issue later when we discuss Mac Lane’s coherence theorem is Sec-
tion 2.9.

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms
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Proposition 2.2.10. Let C be a monoidal category. Then EndC(1) is a com-
mutative monoid under composition. Furthermore, f ⊗ g = ι−1 ◦ (f ◦ g) ◦ ι for all
f, g ∈ EndC(1).

Proof. By naturality of unit constraints of C we have

f ⊗ id1 = r−1
1 ◦ f ◦ r1 and id1⊗g = l−1

1 ◦ g ◦ l1.

Combining this with the identity r1 = l1 = ι from Corollary 2.2.5 we obtain

f ⊗ g = (f ⊗ id1) ◦ (id1⊗g) = ι−1 ◦ (f ◦ g) ◦ ι,
g ⊗ f = (id1⊗f) ◦ (g ⊗ id1) = ι−1 ◦ (f ◦ g) ◦ ι,

whence we obtain the result. �

2.3. First examples of monoidal categories

Monoidal categories are ubiquitous. You will see one whichever way you look.
Here are some examples.

Example 2.3.1. The category Sets of sets is a monoidal category, where the
tensor product is the Cartesian product and the unit object is a one element set;
the structure morphisms a, ι, l, r are obvious. The same holds for the subcategory of
finite sets, which will be denoted by Sets 5. This example can be widely generalized:
one can take the category of sets with some structure, such as groups, topological
spaces, etc.

Example 2.3.2. Any additive category (see Definition 1.2.1) is monoidal, with
⊗ being the direct sum functor ⊕, and 1 being the zero object.

The remaining examples will be especially important below. Let k be any field.

Example 2.3.3. The category k−Vec of all k-vector spaces is a monoidal
category, where ⊗ = ⊗k, 1 = k, and the morphisms a, ι, l, r are the obvious ones.
The same is true about the category of finite dimensional vector spaces over k,
denoted by k−Vec. We will often drop k from the notation when no confusion is
possible.

More generally, if R is a commutative unital ring, then replacing k by R we
can define monoidal categories R−mod of R-modules and R−mod of R-modules
of finite type.

Example 2.3.4. Let G be a group. The category Repk(G) of all represen-
tations of G over k is a monoidal category, with ⊗ being the tensor product of
representations: if for a representation V one denotes by ρV the corresponding
map G→ GL(V ), then

ρV⊗W (g) := ρV (g)⊗ ρW (g).

The unit object in this category is the trivial representation 1 = k. A similar
statement holds for the category Repk(G) of finite dimensional representations of
G. Again, we will drop the subscript k when no confusion is possible.

5Here and below, the absence of a finiteness condition is indicated by the boldface font,
while its presence is indicated by the Roman font.
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Example 2.3.5. Let G be an affine (pro)algebraic group6 over k.
The categories Rep(G) and Rep(G) of algebraic representations of G over k

are monoidal categories (similarly to Example 2.3.4).
Similarly, if g is a Lie algebra over k, then the category of its representa-

tions Rep(g) and the category of its finite dimensional representations Rep(g) are
monoidal categories: the tensor product is defined by

ρV⊗W (a) = ρV (a)⊗ idW + idV ⊗ρW (a)

(where ρY : g → gl(Y ) is the homomorphism associated to a representation Y of
g), and 1 is the 1-dimensional representation with the zero action of g.

Example 2.3.6. Let G be a monoid (which we will usually take to be a group),
and let A be an abelian group (with operation written multiplicatively). Let
CG = CG(A) be the category whose objects δg are labeled by elements of G (so
there is only one object in each isomorphism class), HomCG

(δg1 , δg2) = ∅ if g1 	= g2,
and HomCG

(δg, δg) = A, with the functor ⊗ defined by δg⊗δh = δgh, and the tensor
product of morphisms defined by a⊗ b = ab. Then CG is a monoidal category with
the associativity isomorphism being the identity, and 1 being the unit element of
G. This shows that in a monoidal category, X⊗Y need not be isomorphic to Y ⊗X
(indeed, it suffices to take a non-commutative monoid G).

This example has a “linear” version. Namely, let k be a field, and k−VecG
denote the category of G-graded vector spaces over k, i.e., vector spaces V with a
decomposition V =

⊕
g∈G Vg. Morphisms in this category are linear maps which

preserve the grading. Define the tensor product on this category by the formula

(2.17) (V ⊗W )g =
⊕

x,y∈G:xy=g

Vx ⊗Wy,

and the unit object 1 by 11 = k and 1g = 0 for g 	= 1. Then, defining a, ι in an
obvious way, we equip k−VecG with the structure of a monoidal category. Similarly
one defines the monoidal category k−VecG of finite dimensional G-graded k-vector
spaces.

In the category k−VecG, we have pairwise non-isomorphic objects δg, g ∈ G,
defined by the formula (δg)x = k if x = g and (δg)x = 0 otherwise. For these
objects, we have δg ⊗ δh ∼= δgh. Thus the category CG(k×) is a non-full monoidal
subcategory of k−VecG (since the zero morphisms are missing). This subcategory
can be viewed as a “basis” of k−VecG (and k−VecG as “the linear span” of
CG(k×)), as any object of k−VecG is isomorphic to a direct sum of objects δg with
non-negative integer multiplicities.

When no confusion is possible, we will denote the categories k−VecG, k−VecG
simply by VecG, VecG.

Exercise 2.3.7. Let G be a group, and A an abelian group with an action
ρ : G → Aut(A). Define the category CG(A, ρ) in the same way as CG(A), except
that the tensor product of morphisms is defined as follows: if a : δg → δg and
b : δh → δh then a ⊗ b = ag(b), where g(b) := ρ(g)b. Show that CG(A, ρ) is a
monoidal category.

6Recall that an affine algebraic group over k is an affine algebraic variety with a group struc-
ture, such that the multiplication and inversion maps are regular, and that an affine proalgebraic
group is an inverse limit of affine algebraic groups. A typical example of an affine proalgebraic
group which is not an algebraic group is the group G(k[[t]]) of formal series valued points of an
affine algebraic group G defined over k.
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Example 2.3.8. Here is a generalization of Example 2.3.6, which shows that
the associativity isomorphism is not always “the obvious one”.

Let G be a group, let A be an abelian group, and let ω be a 3-cocycle of G
with values in A. This means that ω : G×G×G→ A is a function satisfying the
equation

(2.18) ω(g1g2, g3, g4)ω(g1, g2, g3g4) = ω(g1, g2, g3)ω(g1, g2g3, g4)ω(g2, g3, g4),

for all g1, g2, g3, g4 ∈ G.
Let us define the monoidal category CωG = CωG(A) as follows. As a category,

it is the same as the category CG defined in Example 2.3.6. The bifunctor ⊗ and
the unit object (1, ι) in this category are also the same as those in CG. The only
difference is in the new associativity isomorphism aω, which is not the identity as
in CG, but instead it is defined by the formula

(2.19) aωδg ,δh,δm = ω(g, h,m) idδghm
: (δg ⊗ δh)⊗ δm → δg ⊗ (δh ⊗ δm),

where g, h,m ∈ G.
The fact that CωG with these structures is indeed a monoidal category follows

from the properties of ω. Namely, the pentagon axiom (2.2) follows from equation
(2.18), and the unit axiom is obvious.

Similarly, for a field k and a 3-cocycle ω with values in k× one can define the
category k−VecωG, which differs from VecG just by the associativity isomorphism.
This is done by extending the associativity isomorphism of CωG by additivity to
arbitrary direct sums of objects δg. This category contains a monoidal subcategory
VecωG of finite dimensional G-graded vector spaces with associativity defined by ω.

Exercise 2.3.9. Verify that the unit morphisms l and r in VecωG are given on
1-dimensional spaces by the formulas

lδg = ω(1, 1, g)−1 idδg , rδg = ω(g, 1, 1) idδg ,

and the triangle axiom says that ω(g, 1, h) = ω(g, 1, 1)ω(1, 1, h). Thus, we have
lX = rX = idX for all X if and only if

(2.20) ω(g, 1, 1) = ω(1, 1, g) = 1,

for any g ∈ G or, equivalently,

(2.21) ω(g, 1, h) = 1, g, h ∈ G.

A cocycle satisfying this condition is said to be normalized.

Remark 2.3.10. We will show in Proposition 2.6.1 that cohomologically equiv-
alent ω’s give rise to equivalent monoidal categories.

Remark 2.3.11. In Section 2.11 we will consider monoidal categories general-
izing Examples 2.3.6 and 2.3.8 and Exercise 2.3.7 – the so-called Gr-categories, or
categorical groups.

Example 2.3.12. Let C be a category. Then the category End(C) of all func-
tors from C to itself is a monoidal category, where ⊗ is given by composition of
functors. The associativity isomorphism in this category is the identity. The unit
object is the identity functor, and the structure morphisms are obvious. If C is an
abelian category, then the categories of additive, left exact, right exact, and exact
endofunctors of C are monoidal.
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Example 2.3.13. Let A be an associative ring with unit. Then the category
A−bimod of bimodules over A is a monoidal category, with ⊗ being the tensor
product ⊗A over A. The unit object in this category is the ring A itself (regarded
as an A-bimodule).

If A is commutative, this category has a full monoidal subcategory A−mod,
consisting of A-modules, regarded as bimodules in which the left and right actions
of A coincide. More generally, if X is a scheme, one can define the monoidal
category QCoh(X) of quasicoherent sheaves on X; if X is affine and A = OX ,
then QCoh(X) = A−mod.

Similarly, if A is a finite dimensional algebra, we can define the monoidal ca-
tegory A−bimod of finite dimensional A-bimodules. Other similar examples which
often arise in geometry are the category Coh(X) of coherent sheaves on a Noether-
ian scheme X, its subcategory VB(X) of vector bundles (i.e., locally free coherent
sheaves) on X, and the category Loc(X) of locally constant sheaves of finite dimen-
sional k-vector spaces (also called local systems) on any topological space X. All
of these are monoidal categories in a natural way.

Example 2.3.14. The category of tangles. Let Sm,n be the disjoint
union of m circles R/Z and n intervals [0, 1]. A tangle is a smooth embedding
f : Sm,n → R2 × [0, 1] such that the boundary maps to the boundary and the inte-
rior to the interior. We will abuse the terminology by also using the term “tangle”
for the image of f .

Let x, y, z be the Cartesian coordinates on R2 × [0, 1]. Any tangle has inputs
(points of the image of f with z = 0) and outputs (points of the image of f

with z = 1). For any integers p, q ≥ 0, let T̃p,q be the set of all tangles which
have p inputs and q outputs, all having a vanishing y-coordinate. Let Tp,q be

the set of isotopy classes of elements of T̃p,q; thus, during an isotopy, the inputs
and outputs are allowed to move (preserving the condition y = 0), but cannot
meet each other. We can define a canonical composition map Tp,q × Tq,r → Tp,r,
induced by the concatenation of tangles. Namely, if s ∈ Tp,q and t ∈ Tq,r, we

pick representatives s̃ ∈ T̃p,q, t̃ ∈ T̃q,r such that the inputs of t̃ coincide with the
outputs of s̃, concatenate them, perform an appropriate reparametrization, and
rescale z → z/2. The obtained tangle represents the desired composition ts.

We will now define a monoidal category T called the category of tangles. The
objects of this category are non-negative integers, and the morphisms are defined
by HomT (p, q) = Tp,q, with composition as above. The identity morphisms are the
elements idp ∈ Tp,p represented by p vertical intervals and no circles (in particular,
if p = 0, the identity morphism idp is the empty tangle).

Now let us define the monoidal structure on the category T . The tensor product
of objects is defined by m⊗n = m+n. However, we also need to define the tensor
product of morphisms. This tensor product is induced by union of tangles. Namely,

if t1 ∈ Tp1,q1 and t2 ∈ Tp2,q2 , we pick representatives t̃1 ∈ T̃p1,q1 , t̃2 ∈ T̃p2,q2 in such

a way that any point of t̃1 is to the left of any point of t̃2 (i.e., has a smaller

x-coordinate). Then t1 ⊗ t2 is represented by the tangle t̃1 ∪ t̃2.

Exercise 2.3.15. Check the following:

(1) The tensor product t1 ⊗ t2 is well defined, and its definition makes ⊗ a
bifunctor.
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(2) There is an obvious associativity isomorphism for ⊗, which turns T into
a monoidal category (with unit object being the empty tangle).

2.4. Monoidal functors and their morphisms

As we have explained, the notion of a monoidal category is a categorification
of the notion of a monoid. Now we pass to categorification of morphisms between
monoids, namely, to monoidal functors.

Definition 2.4.1. Let (C, ⊗, 1, a, ι) and (C	, ⊗	, 1	, a	, ι	) be two monoidal
categories. A monoidal functor from C to C	 is a pair (F, J), where F : C → C	 is a
functor, and

(2.22) JX,Y : F (X)⊗	 F (Y )
∼−→ F (X ⊗ Y )

is a natural isomorphism, such that F (1) is isomorphic to 1	 and the diagram

(2.23) (F (X)⊗	 F (Y ))⊗	 F (Z)
a�
F (X),F (Y ),F (Z)

��

JX,Y ⊗�idF (Z)

��

F (X)⊗	 (F (Y )⊗	 F (Z))

idF (X) ⊗�JY,Z

��

F (X ⊗ Y )⊗	 F (Z)

JX⊗Y,Z

��

F (X)⊗	 F (Y ⊗ Z)

JX,Y ⊗Z

��

F ((X ⊗ Y )⊗ Z)
F (aX,Y,Z)

�� F (X ⊗ (Y ⊗ Z))

is commutative for all X, Y, Z ∈ C (“the monoidal structure axiom”).
A monoidal functor F is said to be an equivalence of monoidal categories if it

is an equivalence of ordinary categories.

Remark 2.4.2. It is important to stress that, as seen from this definition, a
monoidal functor is not just a functor between monoidal categories, but a functor
with an additional structure (the isomorphism J) satisfying a certain equation (the
monoidal structure axiom). As we will see in Section 2.5, this equation may have
more than one solution or no solutions at all, so the same functor can be equipped
with different monoidal structures or not admit any monoidal structure at all.

It turns out that if F is a monoidal functor, then there is a canonical isomor-
phism ϕ : 1	 → F (1). This isomorphism is defined by the commutative diagram

(2.24) 1	 ⊗	 F (1)
l�
F (1)

��

ϕ⊗� idF (1)

��

F (1)

F (l1)
−1

��

F (1)⊗	 F (1)
J1,1

�� F (1⊗ 1)

where l, r, l	, r	 are the unit isomorphisms for C and C	 defined in (2.5).

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



2.4. MONOIDAL FUNCTORS AND THEIR MORPHISMS 31

Proposition 2.4.3. For any monoidal functor (F, J) : C → C	, the diagrams

(2.25) 1	 ⊗	 F (X)
l�
F (X)

��

ϕ⊗�idF (X)

��

F (X)

F (lX)−1

��

F (1)⊗	 F (X)
J1,X

�� F (1⊗X)

and

(2.26) F (X)⊗	 1	
r�
F (X)

��

idF (X) ⊗�ϕ

��

F (X)

F (rX)−1

��

F (X)⊗	 F (1)
JX,1

�� F (X ⊗ 1)

are commutative for all X ∈ C.
Exercise 2.4.4. Prove Proposition 2.4.3.

Proposition 2.4.3 implies that a monoidal functor can be equivalently defined
as follows.

Definition 2.4.5. A monoidal functor C → C	 is a triple (F, J, ϕ) which sat-
isfies the monoidal structure axiom and Proposition 2.4.3.

Definition 2.4.5 is a more traditional definition of a monoidal functor.

Remark 2.4.6. It can be seen from the above that for any monoidal functor
(F, J) one can safely identify 1	 with F (1) using the isomorphism ϕ, and assume
that F (1) = 1	 and ϕ = id1� (similarly to how we have identified 1⊗X and X ⊗ 1
with X and assumed that lX = rX = idX). We will usually do so from now on.
Proposition 2.4.3 implies that with these conventions, one has

(2.27) J1,X = JX,1 = idX .

Remark 2.4.7. It is clear that the composition of monoidal functors is a
monoidal functor. Also, the identity functor has a natural structure of a monoidal
functor.

Monoidal functors between two monoidal categories themselves form a category.
Namely, one has the following notion of a morphism (or natural transformation)
between two monoidal functors.

Definition 2.4.8. Let (C, ⊗, 1, a, ι) and (C	, ⊗	, 1	, a	, ι	) be two monoi-
dal categories, and let (F 1, J1) and (F 2, J2) be two monoidal functors
from C to C	. A morphism (or a natural transformation) of monoidal functors
η : (F 1, J1) → (F 2, J2) is a natural transformation η : F 1 → F 2 such that η1 is
an isomorphism, and the diagram

(2.28) F 1(X)⊗	 F 1(Y )
J1
X,Y

��

ηX⊗�ηY

��

F 1(X ⊗ Y )

ηX⊗Y

��

F 2(X)⊗	 F 2(Y )
J2
X,Y

�� F 2(X ⊗ Y )

is commutative for all X, Y ∈ C.
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Remark 2.4.9. It is easy to show that if ϕi : 1	 ∼−→ F i(1), i = 1, 2, are
isomorphisms defined by (2.24) then η1 ◦ ϕ1 = ϕ2, so if one makes the convention
that ϕ1 = ϕ2 = id1� , one has η1 = id1� .

Remark 2.4.10. It is easy to show that if F : C → C	 is an equivalence of
monoidal categories, then there exists a monoidal equivalence F−1 : C	 → C such
that the functors F ◦ F−1 and F−1 ◦ F are isomorphic to the identity functor
as monoidal functors. Thus, for any monoidal category C, the monoidal auto-
equivalences of C up to isomorphism form a group with respect to composition.

2.5. Examples of monoidal functors

Let us now give some examples of monoidal functors and natural transforma-
tions.

Example 2.5.1. An important class of examples of monoidal functors is for-
getful functors (e.g., functors of “forgetting the structure”, from the categories of
groups, topological spaces, etc., to the category of sets). Such functors have an
obvious monoidal structure. An example especially important in this book is the
forgetful functor Rep(G) → Vec from the representation category of a group to
the category of vector spaces. More generally, if H ⊂ G is a subgroup, then we
have a forgetful (or restriction) functor Rep(G) → Rep(H). Still more gener-
ally, if f : H → G is a group homomorphism, then we have the pullback functor
f∗ : Rep(G)→ Rep(H). All these functors are monoidal.

Example 2.5.2. Let f : H → G be a homomorphism of groups. Then any
H-graded vector space is naturally G-graded (by pushforward of grading). Thus
we have a natural monoidal functor f∗ : VecH → VecG. If G is the trivial group,
then f∗ is just the forgetful functor VecH → Vec.

Example 2.5.3. Let k be a field, let A be a k-algebra with unit, and let
C = A−mod be the category of left A-modules. Then we have a functor

(2.29) F : M 
→ (M ⊗A −) : A−bimod→ End(C).
This functor is naturally monoidal. A similar functor F : A−bimod→ End(C) can
be defined if A is a finite dimensional k-algebra, and C = A−mod is the category
of finite dimensional left A-modules.

Proposition 2.5.4. The functor (2.29) takes values in the full monoidal subca-
tegory Endre(C) of right exact endofunctors of C, and defines an equivalence between
the monoidal categories A−bimod and Endre(C).

Proof. The first statement is clear, since the tensor product functor is right
exact. To prove the second statement, let us construct the quasi-inverse functor
F−1. Let G ∈ Endre(C). Define F−1(G) by the formula F−1(G) = G(A); this
is clearly an A-bimodule, since it is a left A-module with a commuting action of
EndA(A) = Aop (the opposite algebra). We leave it to the reader to check that the
functor F−1 is indeed a quasi-inverse to F (cf. Proposition 1.8.10). �

Remark 2.5.5. A similar statement is valid without the finite dimensionality
assumption, if one adds the condition that the right exact functors must commute
with inductive limits.
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Example 2.5.6. Let S be a monoid, and let C = VecS (see Example 2.3.6).
Let us view idC , the identity functor of C, as a monoidal functor. It is easy to see
that morphisms η : idC → idC as monoidal functors correspond to homomorphisms
of monoids: η : S → k (where k is equipped with the multiplication operation). In
particular, η(s) may be 0 for some s, so η does not have to be an isomorphism.

2.6. Monoidal functors between categories of graded vector spaces

Let G1, G2 be groups, let A be an abelian group, and let ωi ∈ Z3(Gi, A),
i = 1, 2, be 3-cocycles (the actions of G1, G2 on A are assumed to be trivial). Let
Ci = Cωi

Gi
, i = 1, 2, be the monoidal categories of graded vector spaces introduced

in Example 2.3.8.
Any monoidal functor F : C1 → C2 defines, by restriction to simple objects, a

group homomorphism f : G1 → G2. Using axiom (2.23) of a monoidal functor, we
see that a monoidal structure on F is given by

(2.30) Jg,h = μ(g, h) idδf(gh)
: F (δg)⊗ F (δh)

∼−→ F (δgh), g, h ∈ G1,

where μ : G1 ×G1 → A is a function such that

ω1(g, h, l)μ(gh, l)μ(g, h) = μ(g, hl)μ(h, l)ω2(f(g), f(h), f(l)),

for all g, h, l ∈ G1. That is,

(2.31) ω1 = f∗ω2 · d3(μ),
i.e., ω1 and f∗ω2 are cohomologous in Z3(G1, A).

Conversely, given a group homomorphism f : G1 → G2, any function

μ : G1 ×G1 → A

satisfying (2.31) gives rise to a monoidal functor F : C1 → C2 defined by
F (δg) = δf(g) with the monoidal structure given by formula (2.30). This func-
tor is an equivalence if and only if f is an isomorphism.

To summarize, monoidal functors Cω1

G1
→ Cω2

G2
correspond to pairs (f, μ), where

f : G1 → G2 is a group homomorphism such that ω1 and f∗ω2 are cohomologous,
and μ is a function satisfying (2.31) (such functions are in a (non-canonical) bijec-
tion with A-valued 2-cocycles on G1). Let Ff,μ denote the corresponding functor.

Let us determine natural monoidal transformations between Ff,μ and Ff ′,μ′ .
Clearly, such a transformation exists if and only if f = f ′, is always an isomorphism,
and is determined by a collection of morphisms ηg : δf(g) → δf(g) (i.e., ηg ∈ A),
satisfying the equation

(2.32) μ′(g, h)(ηg ⊗ ηh) = ηghμ(g, h)

for all g, h ∈ G1, i.e.,

(2.33) μ = μ′ · d2(η).
Conversely, every function η : G1 → A satisfying (2.33) gives rise to a morphism of
monoidal functors η : Ff,μ → Ff,μ′ defined as above. Therefore, monoidal functors
Ff,μ and Ff ′,μ′ are isomorphic if and only if f = f ′ and μ is cohomologous to μ′.

Thus, we have obtained the following proposition.

Proposition 2.6.1. (i) The set of isomorphisms between monoidal func-
tors Ff,μ, Ff,μ′ : Cω1

G1
→ Cω2

G2
is a torsor over the group H1(G1, A) =

Hom(G1, A).
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(ii) For a fixed homomorphism f : G1 → G2, the set of μ parameterizing
isomorphism classes of monoidal functors Ff,μ is a torsor over H2(G1, A).

(iii) Equivalence classes of monoidal categories CωG are parametrized by the set
H3(G, A)/Out(G), where Out(G) denotes the group of outer automor-
phisms of G. 7

Remark 2.6.2. The same results, including Proposition 2.6.1, are valid if we
specialize to the case when A = k×, where k is a field, replace the categories CωG
by their “linear spans” VecωG, and require that the monoidal functors we consider
are additive. To see this, it is enough to note that by definition, for any morphism
η of monoidal functors, η1 	= 0, so equation (2.32) (with h = g−1) implies that all
ηg must be nonzero. Thus, if a morphism η : Ff,μ → Ff ′,μ′ exists, then it is an
isomorphism, and we must have f = f ′.

Remark 2.6.3. The above discussion implies that in the definition of the cate-
gories CωG and VecωG, it may be assumed without loss of generality that the cocycle
ω is normalized, i.e., ω(g, 1, h) = 1, and thus lδg = rδg = idδg (which is convenient
in computations). Indeed, we claim that any 3-cocycle ω is cohomologous to a
normalized one. To see this, it is enough to alter ω by dividing it by d2(μ), where
μ is any 2-cochain such that μ(g, 1) = ω(g, 1, 1), and μ(1, h) = ω(1, 1, h)−1.

Example 2.6.4. Let G = Z/nZ, where n > 1 is an integer, and k = C.
Consider the cohomology of Z/nZ.

Since Hi(Z/nZ, C) = 0 for all i > 0, writing the long exact sequence of coho-
mology for the short exact sequence of coefficient groups

0 −→ Z −→ C −→ C× = C/Z −→ 0,

we obtain a natural isomorphism Hi(Z/nZ, C×) ∼= Hi+1(Z/nZ, Z).
As we saw in Exercise 1.7.5, the graded ring H∗(Z/nZ, Z) is

H∗(Z/nZ, Z) = Z[x]/(nx) = Z⊕ x(Z/nZ)[x],

where x is a generator in degree 2. Moreover, as a module over Aut(Z/nZ) =
(Z/nZ)×, we have H2(Z/nZ, Z) ∼= H1(Z/nZ, C×) = (Z/nZ)∨. Therefore, using
the graded ring structure, we find that

H2m−1(Z/nZ, C×) ∼= H2m(Z/nZ, Z) ∼= ((Z/nZ)∨)⊗m

as an Aut(Z/nZ)-module. In particular, H3(Z/nZ, C×) = ((Z/nZ)∨)⊗2.
Let us give an explicit formula for the 3-cocycles on Z/nZ. Modulo cobound-

aries, these cocycles are given by

(2.34) φ(i, j, k) = ε
si(j+k−(j+k)′)

n ,

where ε is a primitive nth root of unity, s ∈ Z/nZ, and for an integer m we denote
by m′ the remainder of division of m by n.

Exercise 2.6.5. Show that when s runs over Z/nZ, this formula defines cocy-
cles representing all the cohomology classes in H3(Z/nZ, C×).

7Recall that the group Inn(G) of inner automorphisms of a group G acts trivially on H∗(G,A)
(for any coefficient group A), and thus the action of the group Aut(G) on H∗(G,A) factors through
Out(G).
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Exercise 2.6.6. Derive an explicit formula for cocycles representing cohomol-
ogy classes in H2m+1(Z/nZ, C×) for m ≥ 1.

Hint: use that a generator of this group has the form xm ⊗ y, where y is a
generator of H1(Z/nZ,C×).

Exercise 2.6.7. Describe H∗(Z/nZ,k×), where k is an algebraically closed
field of any characteristic p.

Hint: Show that this cohomology coincides with the cohomology with coef-
ficients in the group of roots of unity in k; consider separately the case when p
divides n and when p does not divide n.

2.7. Group actions on categories and equivariantization

Let C be a category. Consider the category Aut(C), whose objects are auto-
equivalences of C and whose morphisms are isomorphisms of functors. It is a
monoidal subcategory of the monoidal category End(C) from Example 2.3.12.

If C is a monoidal category, we consider the category Aut⊗(C) of monoidal
autoequivalences of C.

For a group G let Cat(G) denote the monoidal category whose objects are
elements ofG, the only morphisms are the identities, and the tensor product is given
by multiplication in G. In the notation of Example 2.3.6 we have Cat(G) = CG(1).

Definition 2.7.1. Let G be a group.

(i) An action of G on a category C is a monoidal functor

(2.35) T : Cat(G)→ Aut(C).
(ii) An action of G on a monoidal category C is a monoidal functor

(2.36) T : Cat(G)→ Aut⊗(C).
In these situations we also say that G acts on C.

Let G be a group acting on a category C. Let g 
→ Tg denote the corresponding
action (2.35). For any g ∈ G let Tg ∈ Aut(C) be the corresponding functor, and for
any g, h ∈ G let γg,h be the isomorphism Tg ◦ Th � Tgh that defines the monoidal
structure on the functor Cat(G)→ Aut(C).

Definition 2.7.2. A G-equivariant object in C is a pair (X, u) consisting of

an object X of C and a family of isomorphisms u = {ug : Tg(X)
∼−→ X | g ∈ G},

such that the diagram

Tg(Th(X))
Tg(uh)

��

γg,h(X)

��

Tg(X)

ug

��

Tgh(X)
ugh

�� X

commutes for all g, h ∈ G. One defines morphisms of equivariant objects to be
morphisms in C commuting with ug, g ∈ G.

The category of G-equivariant objects of C, or the G-equivariantization of C,
will be denoted by CG. There is an obvious forgetful functor

(2.37) Forg : CG → C.
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A similar definition can be made for monoidal categories C, replacing Aut(C)
with Aut⊗(C). When C is a monoidal category, the category CG inherits a structure
of a monoidal category such that the functor (2.37) is a monoidal functor.

Exercise 2.7.3. Show that actions of a group G on the category Vec viewed
as an abelian category correspond to elements of H2(G,k×), while any action of G
on Vec viewed as a monoidal category is trivial.

2.8. The Mac Lane strictness theorem

As we have seen above, it is simpler to work with monoidal categories in which
the associativity and unit constrains are the identity maps.

Definition 2.8.1. A monoidal category C is strict if for all objects X,Y, Z in
C one has equalities (X ⊗Y )⊗Z = X ⊗ (Y ⊗Z) and X ⊗1 = X = 1⊗X, and the
associativity and unit constraints are the identity maps.

Example 2.8.2. The category End(C) of endofunctors of a category C (see
Example 2.3.12) is strict.

Example 2.8.3. Let Sets be the category whose objects are non-negative in-
tegers, and HomSets(m,n) is the set of maps from {0, ...,m− 1} to {0, ..., n− 1}.
Define the tensor product functor on objects by m⊗ n = mn, and for

f1 : m1 → n1 and f2 : m2 → n2

define f1 ⊗ f2 : m1m2 → n1n2 by

(f1 ⊗ f2)(m2x+ y) = n2f1(x) + f2(y), 0 ≤ x ≤ m1 − 1, 0 ≤ y ≤ m2 − 1.

Then Sets is a strict monoidal category. Moreover, we have a natural inclusion
Sets ↪→ Sets (recall that Sets stands for the category of finite sets), which is obvi-
ously a monoidal equivalence.

Example 2.8.4. This is a linear version of the previous example. Let k be a
field. Let k − Vec be the category whose objects are non-negative integers, and
Hom

k−Vec(m,n) is the set of matrices with m columns and n rows over k (and the
composition of morphisms is the product of matrices). Define the tensor product
functor on objects by m ⊗ n = mn, and for f1 : m1 → n1, f2 : m2 → n2, define
f1⊗f2 : m1m2 → n1n2 to be the Kronecker product of f1 and f2. Then k−Vec is a
strict monoidal category. Moreover, we have a natural inclusion k−Vec ↪→ k−Vec,
which is obviously a monoidal equivalence.

Similarly, for any group G one can define a strict monoidal category k−VecG,
whose objects are Z+-valued functions on G with finitely many nonzero values, and
which is monoidally equivalent to k−VecG. We leave this definition to the reader.

On the other hand, some of the most important monoidal categories, such as
Sets, Vec, VecG, Sets, Vec, VecG, should be regarded as non-strict (at least if one
defines them in the usual way). It is even more indisputable that the categories
VecωG, Vec

ω
G for cohomologically nontrivial ω are not strict.

However, the following remarkable theorem of Mac Lane implies that in prac-
tice, one may always assume that a monoidal category is strict.

Theorem 2.8.5. Any monoidal category is monoidally equivalent to a strict
monoidal category.
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2.8. THE MAC LANE STRICTNESS THEOREM 37

Proof. We will establish an equivalence between C and the monoidal category
of right C-module endofunctors of C, which we will discuss in more detail in Chap-
ter 7. The non-categorical counterpart of this result is the fact that every monoid
M is isomorphic to the monoid consisting of maps from M to itself commuting with
the right multiplication.

For a monoidal category C let C	 be the monoidal category defined as follows.
The objects of C	 are pairs (F, c) where F : C → C is a functor and

cX,Y : F (X)⊗ Y
∼−→ F (X ⊗ Y )

is a natural isomorphism such that the following diagram is commutative for all
objects X, Y, Z in C:

(2.38) (F (X)⊗ Y )⊗ Z

cX,Y ⊗idZ

		����
����

����
�� aF (X),Y,Z

����
����

����
����

F (X ⊗ Y )⊗ Z

cX⊗Y ,Z

��

F (X)⊗ (Y ⊗ Z)

cX,Y ⊗Z

��

F ((X ⊗ Y )⊗ Z)
F (aX,Y,Z)

�� F (X ⊗ (Y ⊗ Z)).

A morphism θ : (F 1, c1)→ (F 2, c2) in C	 is a natural transformation θ : F 1 → F 2

such that the following square commutes for all objects X,Y in C:

(2.39) F 1(X)⊗ Y
c1X,Y

��

θX⊗idY
��

F 1(X ⊗ Y )

θX⊗Y

��

F 2(X)⊗ Y
c2X,Y

�� F 2(X ⊗ Y ),

Composition of morphisms is the vertical composition of natural transformations.
The tensor product of objects is given by (F 1, c1)⊗ (F 2, c2) = (F 1F 2, c) where c
is given by a composition

(2.40) F 1F 2(X)⊗ Y
c1
F2(X),Y−−−−−−→ F 1(F 2(X)⊗ Y )

F 1(c2X,Y )
−−−−−−→ F 1F 2(X ⊗ Y )

for all X,Y ∈ C, and the tensor product of morphisms is the composition of natural
transformations. Thus C	 is a strict tensor category (the unit object is the identity
functor).

Consider a functor of left multiplication L : C → C	 given by

L(X) = (X ⊗−, aX,−,−), L(f) = (f ⊗−).

Note that the diagram (2.38) for L is nothing but the pentagon diagram (2.2).
We will show that this functor L is a monoidal equivalence. First of all, note

that any (F, c) in C	 is isomorphic to L(F (1)).
Let us now show that L is fully faithful. Let θ : L(X)→ L(Y ) be a morphism

in C	. Define f : X → Y to be the composition

(2.41) X
r−1
X−−→ X ⊗ 1

θ1−→ Y ⊗ 1
rY−−→ Y,
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where r is the unit constraint. We claim that for all Z in C one has θZ = f ⊗ idZ
(so that θ = L(f) and L is full). Indeed, this follows from the commutativity of
the following diagram

(2.42)

X ⊗ Z
r−1
X ⊗idZ−−−−−→ (X ⊗ 1)⊗ Z

aX,1,Z−−−−→ X ⊗ (1⊗ Z)
X⊗lZ−−−−→ X ⊗ Z

f⊗idZ

⏐⏐� θ1⊗idZ

⏐⏐� θ1⊗Z

⏐⏐� θZ

⏐⏐�
Y ⊗ Z −−−−−→

r−1
Y ⊗idZ

(Y ⊗ 1)⊗ Z −−−−→
aY,1,Z

Y ⊗ (1⊗ Z) −−−−→
Y ⊗lZ

Y ⊗ Z,

where the rows are the identity morphisms by the triangle axiom (2.10), the left
square commutes by the definition of f , the right square commutes by the naturality
of θ, and the central square commutes since θ is a morphism in C	.

Next, if L(f) = L(g) for some morphisms f, g in C then f ⊗ id1 = g ⊗ id1 so
that f = g by the naturality of r. So L is faithful. Thus, it is an equivalence.

Finally, we define a monoidal functor structure

φ : 1C�
∼−→ L(1C) and JX,Y : L(X) ◦ L(Y )

∼−→ L(X ⊗ Y )

on L by φ = l−1 : (idC , id)
∼−→ (1⊗−, a1,−,−) and

JX,Y = a−1
X,Y,− : ((X ⊗ (Y ⊗−)), (idX ⊗aY,−,− ◦ aX,Y⊗−,−))

∼−→ ((X ⊗ Y )⊗−, aX⊗Y,−,−).

The diagram (2.39) for the latter natural isomorphism is the pentagon diagram in
C. For the functor L the hexagon diagram (2.23) in the definition of a monoidal
functor also reduces to the pentagon diagram in C. The square diagrams (2.25)
and (2.26) reduce to triangles, one of which is the triangle axiom (2.10) for C and
another is (2.13). �

Remark 2.8.6. The nontrivial nature of Mac Lane’s strictness theorem is
demonstrated by the following instructive example, which shows that even though
a monoidal category is always equivalent to a strict category, it need not be
isomorphic to one. (By definition, an isomorphism of monoidal categories is a
monoidal equivalence which is an isomorphism of categories).

Namely, let C be the category CωG(A). If ω is cohomologically nontrivial, this
category is clearly not isomorphic to a strict one. However, by Mac Lane’s strictness
theorem, it is equivalent to a strict category C	.

In fact, in this example a strict category C	 monoidally equivalent to C can be

constructed quite explicitly, as follows. Let G̃ be another group with a surjective

homomorphism f : G̃ → G such that the 3-cocycle f∗ω is cohomologically trivial.

Such G̃ always exists, e.g., a free group (since the cohomology of a free group
in degrees higher than 1 is trivial). Let C	 be the category whose objects δg are

labeled by elements of G̃, Hom(δg, δh) = A if g, h have the same image in G, and
Hom(δg, δh) = ∅ otherwise. This category has an obvious tensor product, and a
monoidal structure defined by the 3-cocycle f∗ω. We have an obvious monoidal

functor F : C	 → C defined by the homomorphism f : G̃ → G, and it is an
equivalence, even though not an isomorphism. However, since the cocycle f∗ω is
cohomologically trivial, the category C	 is isomorphic to the same category with the
trivial associativity isomorphism, which is strict.
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Remark 2.8.7. A category is called skeletal if it has only one object in each
isomorphism class. The axiom of choice implies that any category is equivalent to
a skeletal one. Also, by Mac Lane’s strictness theorem, any monoidal category is
monoidally equivalent to a strict one. However, Remark 2.8.6 shows that a monoidal
category need not be monoidally equivalent to a category which is skeletal and
strict at the same time. Indeed, as we have seen, to make a monoidal category
strict, it may be necessary to add new objects to it (which are isomorphic, but not
equal to already existing ones). In fact, the desire to avoid adding such objects
is the reason why we sometimes use nontrivial associativity isomorphisms, even
though Mac Lane’s strictness theorem tells us we do not have to. This also makes
precise the sense in which the categories Sets, Vec, VecG, are “more strict” than the
category VecωG for cohomologically nontrivial ω. Namely, the first three categories
are monoidally equivalent to strict skeletal categories Sets, Vec, VecG, while the
category VecωG is not monoidally equivalent to a strict skeletal category.

Exercise 2.8.8. Show that any monoidal category C is monoidally equivalent
to a skeletal monoidal category C. Moreover, C can be chosen in such a way that
lX , rX = idX for all objects X ∈ C.

Hint: without loss of generality one can assume that 1 ⊗ X = X ⊗ 1 = X
and lX , rX = idX for all objects X ∈ C. Now in every isomorphism class i of
objects of C fix a representative Xi, so that X1 = 1, and for any two classes i, j
fix an isomorphism μij : Xi ⊗Xj → Xi·j , so that μi1 = μ1i = idXi

. Let C be the
full subcategory of C consisting of the objects Xi, with tensor product defined by
Xi⊗Xj = Xi·j , and with all the structure transported using the isomorphisms μij .

Then C is the required skeletal category, monoidally equivalent to C.

2.9. The coherence theorem

In a monoidal category, one can form n-fold tensor products of any ordered
sequence of objects X1, ..., Xn. Namely, such a product can be attached to any
parenthesizing of the expression X1 ⊗ ... ⊗Xn, and such products are, in general,
distinct objects of C.

However, for n = 3, the associativity isomorphism gives a canonical identifica-
tion of the two possible parenthesizings, (X1 ⊗X2)⊗X3 and X1 ⊗ (X2 ⊗X3). An
easy combinatorial argument then shows that one can identify any two parenthe-
sized products of X1, ..., Xn, n ≥ 3, using a chain of associativity isomorphisms.

Exercise 2.9.1. Show that the number of ways in which an n-fold product can
be parenthesized is given by the Catalan number 1

n+1

(
2n
n

)
.

We would like to say that for this reason we can completely ignore parentheses
in computations in any monoidal category, identifying all possible parenthesized
products with each other. But this runs into the following problem: for n ≥ 4 there
may be two or more different chains of associativity isomorphisms connecting two
different parenthesizings, and a priori it is not clear that they provide the same
identification.

Luckily, for n = 4, this is settled by the pentagon axiom, which states exactly
that the two possible identifications are the same. But what about n > 4?

This problem is solved by the following theorem of Mac Lane, which is the first
important result in the theory of monoidal categories.
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Theorem 2.9.2. (Coherence Theorem) Let X1, . . . , Xn ∈ C. Let P1, P2 be any
two parenthesized products of X1, ..., Xn (in this order) with arbitrary insertions of
the unit object 1. Let f, g : P1 → P2 be two isomorphisms, obtained by compos-
ing associativity and unit isomorphisms and their inverses possibly tensored with
identity morphisms. Then f = g.

Proof. We derive this theorem as a corollary of the Mac Lane’s strictness
Theorem 2.8.5. Let L : C → C′ be a monoidal equivalence between C and a strict
monoidal category C′. Consider a diagram in C representing f and g and apply
L to it. Over each arrow of the resulting diagram representing an associativity
isomorphism, let us build a rectangle as in (2.23), and do similarly for the unit
morphisms. This way we obtain a prism one of whose faces consists of identity
maps (associativity and unit isomorphisms in C′) and whose sides are commutative.
Hence, the other face is commutative as well, i.e., f = g. �

Remark 2.9.3. As we mentioned, Theorem 2.9.2 implies that any two paren-
thesized products ofX1, ..., Xn with insertions of unit objects are indeed canonically
isomorphic, and thus one can safely identify all of them with each other and ignore
bracketings in calculations in a monoidal category. We will do so from now on,
unless confusion is possible.

2.10. Rigid monoidal categories

Let (C,⊗,1, a, ι) be a monoidal category, and let X be an object of C. In what
follows, we suppress the unit constraints l and r.

Definition 2.10.1. An object X∗ in C is said to be a left dual of X if there
exist morphisms evX : X∗⊗X → 1 and coevX : 1→ X⊗X∗, called the evaluation
and coevaluation, such that the compositions

X
coevX ⊗ idX−−−−−−−→ (X ⊗X∗)⊗X

aX,X∗,X−−−−−→ X ⊗ (X∗ ⊗X)
idX ⊗ evX−−−−−−→ X,(2.43)

X∗ idX∗ ⊗ coevX−−−−−−−−→ X∗ ⊗ (X ⊗X∗)
a−1
X∗,X,X∗
−−−−−−→ (X∗ ⊗X)⊗X∗ evX ⊗ idX∗−−−−−−−→ X∗(2.44)

are the identity morphisms.

Definition 2.10.2. An object ∗X in C is said to be a right dual of X if there
exist morphisms ev′X : X ⊗ ∗X → 1 and coev′X : 1 → ∗X ⊗ X such that the
compositions

X
idX ⊗ coev′X−−−−−−−→ X ⊗ (∗X ⊗X)

a−1
X,∗X,X−−−−−→ (X ⊗ ∗X)⊗X

ev′X ⊗ idX−−−−−−→ X,(2.45)

∗X
coev′X ⊗ id∗X−−−−−−−−→ (∗X ⊗X)⊗ ∗X

a∗X,X,∗X−−−−−−→ ∗X ⊗ (X ⊗ ∗X)
id∗X ⊗ ev′X−−−−−−−→ ∗X(2.46)

are the identity morphisms.

Remark 2.10.3. It is obvious that if X∗ is a left dual of an object X then
X is a right dual of X∗ with ev′X∗ = evX and coev′X∗ = coevX , and vice versa.
Therefore, ∗(X∗) ∼= X ∼= (∗X)∗ for any object X admitting left and right duals.
Also, in any monoidal category, 1∗ = ∗1 = 1 with the evaluation and coevaluation
morphisms ι and ι−1. Also note that changing the order of tensor product switches
left duals and right duals, so to any statement about right duals there corresponds
a symmetric statement about left duals.
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Exercise 2.10.4. Let C be a category and End(C) be the monoidal category
of endofunctors of C. Show that a left (respectively, right) dual of F ∈ End(C) is
the same thing as a functor left (respectively, right) adjoint to F . This justifies our
terminology.

Proposition 2.10.5. If X ∈ C has a left (respectively, right) dual object, then
it is unique up to a unique isomorphism.

Proof. Let X∗
1 , X

∗
2 be two left duals of X. Denote by e1, c1, e2, c2 the cor-

responding evaluation and coevaluation morphisms. Then we have a morphism
α : X∗

1 → X∗
2 defined as the composition

X∗
1

idX∗
1
⊗c2

−−−−−→ X∗
1 ⊗ (X ⊗X∗

2 )
a−1

X∗
1 ,X,X∗

2−−−−−−→ (X∗
1 ⊗X)⊗X∗

2

e1⊗idX∗
2−−−−−→ X∗

2 .

Similarly, one defines a morphism β : X∗
2 → X∗

1 . We claim that β ◦ α and α ◦ β
are the identity morphisms, so α is an isomorphism. Indeed, consider the following
diagram:

X∗
1

id⊗c1 ��

id⊗c2

��

X∗
1 ⊗X ⊗X∗

1

id⊗c2⊗id

��

id



				
					

					
					

X∗
1 ⊗X ⊗X∗

2 id⊗c1

��

e1⊗id

��

X∗
1 ⊗X ⊗X∗

2 ⊗X ⊗X∗
1 id⊗e2⊗id

��

e1⊗id

��

X∗
1 ⊗X ⊗X∗

1

e1⊗id

��

X∗
2 id⊗c1

�� X∗
2 ⊗X ⊗X∗

1 e2⊗id
�� X∗

1 .

Here we suppress the associativity constraints. It is clear that the three small
squares commute. The triangle in the upper right corner commutes by axiom (2.43)
applied to X∗

2 . Hence, the perimeter of the diagram commutes. The composition
through the top row is the identity by (2.44) applied to X∗

1 . The composition
through the bottom row is β ◦ α and so β ◦ α = idX∗

1
. The proof of α ◦ β = idX∗

2
is

completely similar.
Moreover, it is easy to check that α : X∗

1 → X∗
2 is the only isomorphism which

preserves the evaluation and coevaluation morphisms. This proves the proposition
for left duals. The proof for right duals is similar. �

If X, Y are objects in C which have left duals X∗, Y ∗ and f : X → Y is a
morphism, one defines the left dual f∗ : Y ∗ → X∗ of f by

f∗ := Y ∗ idY ∗ ⊗ coevX−−−−−−−−→ Y ∗ ⊗ (X ⊗X∗)
a−1
Y ∗,X,X∗
−−−−−−→ (Y ∗ ⊗X)⊗X∗

(idY ∗ ⊗f)⊗idX∗−−−−−−−−−−→ (Y ∗ ⊗ Y )⊗X∗ evY ⊗ idX∗−−−−−−−→ X∗.

(2.47)

Similarly, ifX, Y are objects in C which have right duals ∗X, ∗Y and f : X → Y
is a morphism one defines the right dual ∗f : ∗Y → ∗X of f by

∗f := ∗Y
coev′X ⊗ id∗Y−−−−−−−−→ (∗X ⊗X)⊗ ∗Y

a∗X,X,∗Y−−−−−−→ ∗X ⊗ (X ⊗ ∗Y )

id∗X ⊗(f⊗id∗Y )−−−−−−−−−−→ ∗X ⊗ (Y ⊗ ∗Y )
id∗X ⊗ ev′Y−−−−−−−→ ∗X.

(2.48)
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Exercise 2.10.6. Let C,D be monoidal categories. Suppose F = (F, J, ϕ) is a
monoidal functor, F : C → D. Let X be an object in C with a left dual X∗. Prove
that F (X∗) is a left dual of F (X) with the evaluation and coevaluation given by

evF (X) : F (X∗)⊗ F (X)
JX∗,X−−−−→ F (X∗ ⊗X)

F (evX)−−−−→ F (1)
ϕ−1

−−→ 1,

coevF (X) : 1
ϕ−→ F (1)

F (coevX)−−−−−−→ F (X ⊗X∗)
J−1
X,X∗−−−−→ F (X)⊗ F (X∗).

State and prove a similar result for right duals.

Exercise 2.10.7. Let C be a monoidal category, let U, V, W be objects in C,
and let f : V →W , g : U → V be morphisms in C. Prove that

(a) If U, V, W have left (respectively, right) duals then (f ◦ g)∗ = g∗ ◦ f∗

(respectively, ∗(f ◦ g) = ∗g ◦ ∗f).
(b) If U, V have left (respectively, right) duals then U ⊗ V has a left dual

V ∗ ⊗ U∗ (respectively, right dual ∗V ⊗ ∗U).

Proposition 2.10.8. Let C be a monoidal category and let V be an object in
C.

(a) If V has a left dual V ∗ then there are natural adjunction isomorphisms

HomC(U ⊗ V, W )
∼−→ HomC(U, W ⊗ V ∗),(2.49)

HomC(V
∗ ⊗ U, W )

∼−→ HomC(U, V ⊗W ).(2.50)

(b) If V has a right dual ∗V then there are natural adjunction isomorphisms

HomC(U ⊗ ∗V, W )
∼−→ HomC(U, W ⊗ V ),(2.51)

HomC(V ⊗ U, W )
∼−→ HomC(U,

∗V ⊗W ).(2.52)

Proof. An isomorphism in (2.49) is given by f 
→ (f ⊗ idV ∗) ◦ (idU ⊗ coevV )
and has the inverse g 
→ (idW ⊗ evV ) ◦ (g ⊗ idV ). Other isomorphisms are similar
and are left to the reader as an exercise. �

Remark 2.10.9. Proposition 2.10.8 says, in particular, that when a left (re-
spectively, right) dual of V exists, then the functor V ∗ ⊗ − is the left adjoint of
V ⊗ − (respectively, − ⊗ V ∗ is the right adjoint of − ⊗ V ).

Remark 2.10.10. Proposition 2.10.8 provides another proof of Proposition
2.10.5. Namely, setting U = 1 and V = X in (2.50), we obtain a natural
isomorphism HomC(X

∗, W ) ∼= HomC(1, X ⊗ W ) for any left dual X∗ of X.
Hence, if Y1, Y2 are two such duals then there is a natural isomorphism
HomC(Y1, W ) ∼= HomC(Y2, W ), whence there is a canonical isomorphism Y1

∼= Y2

by the Yoneda Lemma. The proof for right duals is similar.

Definition 2.10.11. An object in a monoidal category is called rigid if it has
left and right duals. A monoidal category C is called rigid if every object of C is
rigid.

Example 2.10.12. The category Vec of finite dimensional k-vector spaces is
rigid: the right and left dual to a finite dimensional vector space V are its dual
space V ∗, with the evaluation map evV : V ∗ ⊗ V → k being the contraction,
and the coevaluation map coevV : k → V ⊗ V ∗ being the usual embedding. On
the other hand, the category Vec of all k-vector spaces is not rigid, since for
infinite dimensional spaces there is no coevaluation maps (indeed, suppose that
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c : k → V ⊗ Y is a coevaluation map, and consider the subspace V ′ of V spanned
by the first component of c(1); this subspace is finite dimensional, and yet the
composition V → V ⊗Y ⊗V → V , which is supposed to be the identity map, lands
in V ′ - a contradiction).

Example 2.10.13. Let k be a field. The category Rep(G) of finite dimensional
representations of a group G over k is rigid: for a finite dimensional representation
V , the (left or right) dual representation V ∗ is the usual dual space (with the
evaluation and coevaluation maps as in Example 2.10.12), and with the G-action
given by ρV ∗(g) = (ρV (g)

−1)∗. Similarly, the category Rep(g) of finite dimensional
representations of a Lie algebra g is rigid, with ρV ∗(a) = −ρV (a)∗.

Example 2.10.14. The category VecG (see Example 2.3.6) is rigid if and only
if the monoid G is a group; namely, δ∗g = ∗δg = δg−1 (with the obvious structure

maps). More generally, for any group G and 3-cocycle ω ∈ Z3(G, k×), the category
VecωG is rigid. Namely, assume for simplicity that the cocycle ω is normalized (as
we know, we can do so without loss of generality). Then we can define duality as
above, and normalize the coevaluation morphisms of δg to be the identities. The
evaluation morphisms will then be defined by the formula evδg = ω(g, g−1, g) id1.

It follows from Proposition 2.10.5 that in a monoidal category C with left (re-
spectively, right) duals, one can define a contravariant left (respectively, right)
duality functor by

X 
→ X∗, f 
→ f∗ : C → C
(respectively, by X 
→ ∗X, f 
→ ∗f) for every object X and morphism f in C.
By Exercise 2.10.7(ii), these are monoidal functors C∨ → Cop, where the monoidal
structure of the opposite category Cop is given in Definition 2.1.5. Hence, the func-
tors X 
→ X∗∗, X 
→ ∗∗X are monoidal. Also, it follows from Proposition 2.10.8(a)
that the functors of left and right duality, when they are defined, are fully faithful.

Moreover, it follows from Remark 2.10.3 that in a rigid monoidal category, the
functors of left and right duality are mutually quasi-inverse monoidal equivalences
of categories C∨ ∼−→ Cop (so for rigid categories, the notions of dual and opposite
category are the same up to equivalence). This implies that the functors X 
→ X∗∗

and X 
→ ∗∗X are mutually quasi-inverse monoidal autoequivalences. We will see
later in Example 7.19.5 that these autoequivalences may be nontrivial; in particular,
it is possible that objects V ∗ and ∗V are not isomorphic.

Exercise 2.10.15. Show that if C, D are rigid monoidal categories,
F1, F2 : C → D are monoidal functors, and η : F1 → F2 is a morphism of monoidal
functors, then η is an isomorphism (as we have seen in Remark 2.5.6, this is false
for non-rigid categories).

Exercise 2.10.16. Let A be an algebra. Show that M ∈ A−bimod has a
left (respectively, right) dual if and only if it is finitely generated projective when
considered as a left (respectively, right) A-module. Similarly, if A is commutative,
M ∈ A−mod has left and right duals if and only if it is finitely generated projective.

2.11. Invertible objects and Gr-categories

Let C be a rigid monoidal category.

Definition 2.11.1. An object X in C is invertible if evX : X∗ ⊗ X → 1 and
coevX : 1→ X ⊗X∗ are isomorphisms.
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Clearly, this notion categorifies the notion of an invertible element in a monoid.

Example 2.11.2. Let G be a group.

(1) The objects δg in VecωG (see Example 2.3.8) are invertible.
(2) The invertible objects in Rep(G) (see Example 2.3.4) are precisely the

1-dimensional representations of G.

Proposition 2.11.3. Let X be an invertible object in C. Then

(i) ∗X ∼= X∗ and X∗ is invertible;
(ii) if Y is another invertible object then X ⊗ Y is invertible.

Proof. Dualizing coevX and evX we get isomorphisms X ⊗ ∗X ∼= 1 and
∗X ⊗ X ∼= 1. Hence ∗X ∼= ∗X ⊗ X ⊗ X∗ ∼= X∗. In any rigid category the
evaluation and coevaluation morphisms for ∗X can be defined by ev∗X := ∗ coevX
and coev∗X := ∗ evX , so ∗X is invertible. The second statement follows from the
fact that evX⊗Y can be defined as a composition of evX and evY , and similarly
coevX⊗Y can be defined as a composition of coevY and coevX . �

Proposition 2.11.3 implies that invertible objects of C form a monoidal subca-
tegory Inv(C) of C.

Definition 2.11.4. A Gr-category, or a categorical group, is a rigid monoidal
category in which every object is invertible and all morphisms are isomorphisms.

The second condition of Definition 2.11.4 means that a Gr-category is a groupoid.
In fact, it is precisely a group object in the category of groupoids.

The next theorem provides a classification of Gr-categories.

Theorem 2.11.5. Monoidal equivalence classes of Gr-categories are in bijection
with triples (G, A, ω), where G is a group, A is a G-module, and ω is an orbit in
H3(G, A) under the action of Out(G).

Proof. We may assume that a Gr-category C is skeletal, i.e., there is only one
object in each isomorphism class, and objects form a group G. Also, by Proposi-
tion 2.2.10, EndC(1) is an abelian group; let us denote it by A. Then for any g ∈ G
we can identify EndC(g) with A, by sending f ∈ EndC(g) to f⊗idg−1 ∈ EndC(1) = A.
Then we have an action of G on A by

a ∈ EndC(1) 
→ g(a) := idg ⊗a ∈ EndC(g).

Let us now consider the associativity isomorphism. It is defined by a function
ω : G×G×G→ A. The pentagon relation gives

(2.53) ω(g1g2, g3, g4)ω(g1, g2, g3g4) = ω(g1, g2, g3)ω(g1, g2g3, g4)g1(ω(g2, g3, g4)),

for all g1, g2, g3, g4 ∈ G, which means that ω is a 3-cocycle of G with coefficients
in the (in general, nontrivial) G-module A. We see that any such 3-cocycle defines
a rigid monoidal category, which we call CωG(A). The analysis of monoidal equiva-
lences between such categories is similar to the case when A is a trivial G-module
and yields that for a given group G and G-module A, equivalence classes of CωG(A)
are parametrized by H3(G,A)/Out(G). �
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2.12. 2-categories

The notion of a 2-category extends the notion of a category, in the sense that
in a 2-category one has in addition to objects and morphisms between them, also
“morphisms between morphisms”. Here is the formal definition.

Definition 2.12.1. A strict 2-category C consists of objects A, B, . . . , 1-mor-
phisms between objects f : A → B, . . . and 2-morphisms α : f ⇒ g, . . . between
1-morphisms f, g : A→ B such that the following axioms are satisfied:

(1) The objects together with the 1-morphisms form a category C. The com-
position of 1-morphisms is denoted by ◦.

(2) For any fixed pair of objects (A,B), the 1-morphisms from A to B together
with the 2-morphisms between them form a category C(A,B). The unital
associative composition (along 1-morphisms) β · α : f ⇒ h of two 2-
morphisms α : f ⇒ g, β : g ⇒ h is called the vertical composition

A

f

��


 


�� α

��

h



 


�� β

g
�� B .

The identities are denoted by idf : f ⇒ f ; A

f

��

f

��



 


�� idf B .

(3) There is a unital associative horizontal composition (along objects)
β ◦ α : h ◦ f ⇒ i ◦ g of 2-morphisms α : f ⇒ g, β : h ⇒ i, where
f, g : A→ B and h, i : B → C:

A

f

��

g

��



 


�� α B

h
��

i

��



 


�� β C = A

h◦f
��

i◦g

��



 


�� β◦α C .

The identities are ididA : idA ⇒ idA; A

idA

��

idA

��



 


�� ididA A .

(4) For any triple of objects (A,B,C), 1-morphisms f, g, h : A → B and
i, j, k : B → C, and 2-morphisms α : f ⇒ g, β : g ⇒ h, γ : i ⇒ j,
δ : j ⇒ k, we have (δ ◦ β) · (γ ◦ α) = (δ · γ) ◦ (β · α) (“interchange law”).

(5) The horizontal composition preserves vertical units, i.e., for any objects
A,B,C, and 1-morphisms f : A→ B, i : B → C, we have idi ◦ idf = idi◦f .

Definition 2.12.2. A 2-category C consists of the same data as a strict 2-
category C, except that the composition of 1-morphisms is required to be unital
associative only up to associativity and unital constraints. Namely, there exist
natural families of invertible 2-morphisms

αf,g,h : h ◦ (g ◦ f)⇒ (h ◦ g) ◦ f, λf : f ◦ idA ⇒ f, ρf : idB ◦f ⇒ f,
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satisfying the pentagon axiom

αf,g,i◦h · αg◦f,h,i = (idi ◦αh,g,f ) · αf,h◦g,i · (αg,h,i ◦ idf )
and the triangle axiom

(ididA ◦λf ) · αf,idB ,g = ρr ◦ idf .

Remark 2.12.3. The objects, 1-morphisms and 2-morphisms are called in some
texts, 0-cells, 1-cells and 2-cells, respectively.

Example 2.12.4. ( The 2-category of categories) The objects are categories,
the 1-morphisms are functors between categories, and the 2-morphisms are natural
transformations between functors. The horizontal composition of natural transfor-
mations is the so called Godement product.

Example 2.12.5. (Rings and bimodules) Rings are the objects, bimodules are
the 1-morphisms, and homomorphisms between bimodules are the 2-morphisms.

Example 2.12.6. Recall that the notion of a monoid is a special case of the
notion of a category; namely, a monoid is the same thing as a category with one ob-
ject (the morphisms of this category are the elements of the corresponding monoid).
Similarly, the notion of a monoidal category is a special case of the notion of a 2-
category [Mac2]: a monoidal category is the same thing as a 2-category with one
object. Namely, the 1-morphisms and 2-morphisms of such a 2-category are the
objects and morphisms of the corresponding monoidal category, and composition
of 1-morphisms is the tensor product functor.

Below we will see other examples of 2-categories: a multitensor category (see
Remark 4.3.7) and the 2-category of module categories over a multitensor category
(see Remark 7.12.15).

2.13. Bibliographical notes

2.1.-2.2. Monoidal categories were introduced by Bénabou [Ben1] as “catego-
ries with multiplication”. The pentagon and triangle axioms (2.2) and (2.10) were
introduced by Mac Lane [Mac1]. Definition 2.1.1 (with unit being an idempotent
that can be cancelled) and Proposition 2.2.10 appeared in the paper [Sa] by Saave-
dra Rivano. Note that Proposition 2.2.10 is a categorical version of the famous
Eckmann-Hilton argument. Proposition 2.2.4 is due to Kelly [Ke].

2.3. Categories of tangles considered in Example 2.3.14 were introduced by
Turaev [Tu2] and Yetter [Ye2]. These categories are important for applications to
low-dimensional topology. A detailed description of such categories can be found
in books by Kassel, Turaev, and Bakalov-Kirillov [Kas, Tu4, BakK].

2.4-2.6. For a discussion of monoidal functors, see e.g. the papers by Joyal and
Street [JoyS5] and Müger [Mu6].

2.7. For a discussion of equivariantization, see e.g. [DrGNO2].
2.8-2.9. The proof of the Mac Lane strictness Theorem 2.8.5 presented here

is given by Joyal and Street [JoyS5]. The coherence Theorem 2.9.2 is due to
Mac Lane [Mac1]. Remark 2.8.7 is due to Kuperberg [Ku].

2.10. The notions of duality and of a rigid monoidal category appeared inde-
pendently in many classical works, in particular in the papers by Saavedra Rivano
[Sa] and Kelly [Ke]. A convenient way to do computations involving duality, e.g.,
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in the proof of Proposition 2.10.8, is via the graphical calculus (see, e.g., Kassel’s
book [Kas, Chapter XIV]).

2.11. Definition 2.11.4 of a Gr-category goes back to Śınh [Sin]. Gr-categories
are also known as “2-groups”. A theorem of Verdier establishes an equivalence
between the category of Gr-categories (with monoidal functors as morphisms) and
the category of crossed modules, see the paper by Barrett and Mackaay [BarM] for
definition and discussion.

2.12. Good references for the theory of 2-categories are the books of Mac Lane
[Mac2] and Lenster [Le].
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CHAPTER 3

Z+-rings

3.1. Definition of a Z+-ring

Let Z+ denote the semi-ring of non-negative integers.

Definition 3.1.1. Let A be a ring which is free as a Z-module.

(i) A Z+-basis of A is a basis B = {bi}i∈I such that bibj =
∑

k∈I ckijbk, where

ckij ∈ Z+.
(ii) A Z+-ring is a ring with a fixed Z+-basis and with identity 1 which is a

non-negative linear combination of the basis elements.
(iii) A unital Z+-ring is a Z+-ring such that 1 is a basis element.

Remark 3.1.2. Every Z+-ring is assumed to have an identity, but according
to our terminology a Z+-ring is not necessarily unital.

Let A be a Z+-ring, and let I0 be the set of i ∈ I such that bi occurs in the
decomposition of 1. Let τ : A→ Z denote the group homomorphism defined by

(3.1) τ (bi) =

{
1 if i ∈ I0
0 if i 	∈ I0.

Definition 3.1.3. A Z+-ring A with basis {bi}i∈I is called a based ring if there
exists an involution i 
→ i∗ of I such that the induced map

a =
∑
i∈I

aibi 
→ a∗ =
∑
i∈I

aibi∗ , ai ∈ Z,

is an anti-involution of the ring A, and

(3.2) τ (bibj) =

{
1 if i = j∗

0 if i 	= j∗.

Proposition 3.1.4. In any based ring one has 1 =
∑

i∈I0
bi.

Proof. We have 1 =
∑

i∈I0
aibi, ai > 0. Hence 1 =

∑
i∈I0

aib
∗
i . Thus, for

j ∈ I0
aj = τ (bj(

∑
i∈I0

aib
∗
i )) = τ (bj · 1) = τ (bj) = 1,

as desired. �
Exercise 3.1.5. (i) Show that in a Z+-ring, i, j ∈ I0, i 	= j implies that

b2i = bi, bibj = 0, and in a based ring i∗ = i for i ∈ I0.
(ii) Show that for a given Z+-ring A, being a (unital) based ring is a property,

not an additional structure.

Proposition 3.1.6. In any based ring, the number ck
∗

ij is invariant under cyclic
permutations of i, j, k.

49
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50 3. Z+-RINGS

Proof. It is easy to see that ck
∗

ij = τ (bibjbk), and τ (xy) = τ (yx). Thus, ck
∗

ij is
cyclically symmetric. �

Definition 3.1.7. A multifusion ring is a based ring of finite rank. A fusion
ring is a unital based ring of finite rank.

Proposition 3.1.8. Let A be a multifusion ring with basis {bi}. Then for any
x ∈ A, the element Z(x) :=

∑
i bixb

∗
i is central in A.

Proof. It suffices to show that in A⊗A,

(3.3)
∑
i∈I

bkbi ⊗ b∗i =
∑
i∈I

bi ⊗ b∗i bk, for all k ∈ I;

then

bkZ(x) =
∑
i∈I

bkbixb
∗
i =

∑
i∈I

bixb
∗
i bk = Z(x)bk.

We compute ∑
i

bkbi ⊗ b∗i =
∑
r,i

crkibr ⊗ b∗i

=
∑
r,i

ci
∗

r∗kbr ⊗ b∗i

=
∑
r

br ⊗ b∗rbk,

where the equality crki = ci
∗

r∗k is established in Proposition 3.1.6. This implies the
proposition. �

Example 3.1.9. Here are some examples of Z+-rings.

(i) The ring of matrices Matn(Z) is a multifusion ring, with the basis con-
sisting of the elementary matrices Eij (i.e., I is the set of pairs (i, j),
i, j = 1, ..., n), and ∗ being the transposition. The set I0 is the set of
diagonal pairs (i, i). This ring is not a fusion ring unless n = 1 (since
|I0| = n).

(ii) If G is a group, then the group ring ZG is a unital based ring, with the
basis of group elements, and g∗ = g−1 for g ∈ G. This is a fusion ring if
G is finite.

(iii) The center C(ZG) for a finite group G is a unital Z+-ring, with basis
consisting of the sums of group elements over conjugacy classes C of G,
bC :=

∑
g∈C g. This ring admits an involution induced by g∗ = g−1, but

is not a based (or fusion) ring for a nonabelian G, since τ (bCbC−1) = |C|,
which may be > 1.

(iv) The ring RG of complex representations of a finite group G, with basis of
irreducible representations, is a commutative fusion ring (the involution
∗ is the operation of taking the dual representation). For example, if G
is abelian, then RG = ZG∨, where G∨ is the character group of G. If
G = S3, the symmetric group on 3 letters, then RG has basis 1, χ, V with
relations

χV = V χ = V, χ2 = 1, V 2 = 1 + χ+ V

and the involution ∗ being the identity map.
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3.2. THE FROBENIUS-PERRON THEOREM 51

(v) The ring of real representations of a finite group G is a unital Z+-ring
with involution, but it is not a fusion ring, since for a real irreducible
representation V , V ⊗ V ∗ may contain more than one copy of the trivial
representation (e.g., take V to be the defining 2-dimensional representa-
tion of the group Z/3Z of rotations of an equilateral triangle1). The same
happens over any field of characteristic zero which is not algebraically
closed. Also, the representation ring over an algebraically closed field of
positive characteristic is not, in general, a fusion ring, for essentially the
same reason. For example, if V is the 2-dimensional irreducible represen-
tation of S3 in characteristic 2 then V ⊗ V ∗ contains in its composition
series two copies of the trivial representation (since in characteristic 2, the
trivial representation is indistinguishable from the sign representation).

(vi) Let G be a compact Lie group or a reductive complex algebraic group.
Then the ring RG of representations of G is a unital based ring (which
is not a fusion ring if G is infinite). For example, if G = SU(2) or
G = SL(2,C), then RG has ∗ = id and basis Vi for i ∈ Z+, with

(3.4) ViVj =

min(i,j)∑
l=0

Vi+j−2l.

Formula (3.4) is called the Clebsch-Gordan rule.
(vii) The Yang-Lee fusion ring has two basis elements 1 and X with the mul-

tiplication rule X2 = 1 +X and the identity involution. It appears as a
subring of the Verlinde fusion ring, see Example 4.10.6.

(viii) The Ising fusion ring has 3 basis elements 1, χ, V with the multiplication
rules

χ2 = 1, χV = V χ = V, V 2 = 1 + χ

and the identity involution. It arises in the Ising model of statistical
mechanics. It is a special case of the Tambara-Yamagami fusion ring, see
Example 4.10.5.

3.2. The Frobenius-Perron theorem

The following classical theorem from linear algebra [Gant, XIII.2] plays a cru-
cial role in the theory of tensor categories.

Theorem 3.2.1. (Frobenius-Perron) Let B be a square matrix with non-nega-
tive real entries.

(1) B has a non-negative real eigenvalue. The largest non-negative real eigen-
value λ(B) of B dominates the absolute values of all other eigenvalues μ
of B: |μ| ≤ λ(B) (in other words, the spectral radius of B is an eigen-
value). Moreover, there is an eigenvector of B with non-negative entries
and eigenvalue λ(B).

(2) If B has strictly positive entries then λ(B) is a simple positive eigenvalue,
and the corresponding eigenvector can be normalized to have strictly pos-
itive entries. Moreover, |μ| < λ(B) for any other eigenvalue μ of B.

(3) If a matrix B with non-negative entries has an eigenvector v with strictly
positive entries, then the corresponding eigenvalue is λ(B).

1However, this ring, as well as the ring C(ZG) for a finite G, are weak fusion rings, see Section
3.8
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Proof. Let B be an n-by-n matrix with non-negative entries. Let us first
show that B has a non-negative real eigenvalue and that there is an eigenvector
with non-negative real entries corresponding to this eigenvalue.

If B has an eigenvector v with non-negative entries and eigenvalue 0, then
there is nothing to prove. Otherwise, let Σ be the set of column vectors x ∈ Rn

with non-negative entries xi, i = 1, . . . , n, and s(x) :=
∑n

i=1 xi equal to 1 (this is
a simplex). Define a continuous map

fB : Σ→ Σ, x 
→ Bx

s(Bx)
.

This is well defined because s(Bx) > 0 for every x ∈ Σ (as we have assumed that
B does not have a null vector with non-negative entries). By the Brouwer fixed
point theorem, this map has a fixed point. For any fixed point e we have Be = νe,
where ν > 0, as desired.

Now let λ = λ(B) be the maximal non-negative eigenvalue of B for which
there is an eigenvector with non-negative entries. Let us denote this eigenvector by
f = (f1, . . . , fn).

Now let us prove (2). Assume thatB has strictly positive entries. Then Bf = λf
has strictly positive entries, so f must have strictly positive entries as well, and
λ > 0. If d = (d1, . . . , dn) is another real eigenvector of B with eigenvalue λ, let
z be the smallest of the numbers di/fi, i = 1, . . . , n. Then the vector v = d − zf
satisfies Bv = λv, has non-negative entries, and at least one of its entries is equal
to zero. Hence v = 0 and λ is a simple eigenvalue.

Now let y = (y1, . . . , yn) ∈ Cn be a row vector. Define the norm |y| :=
∑
|yj |fj .

Then

|yB| =
∑
j

|
∑
i

yibij |fj ≤
∑
i,j

|yi|bijfj = λ|y|,

and the equality holds if and only if all the complex numbers yi which are nonzero
have the same argument. So if yB = μy, then |μ| ≤ λ, and if |μ| = λ then all yi
which are nonzero have the same argument, so we can renormalize y to have non-
negative entries. This implies that μ = λ. Thus, (2) is proved (since eigenvalues of
B coincide with eigenvalues of BT ).

Now let us return to the general case (B has non-negative entries), and finish
the proof of (1) (i.e., prove that the spectral radius ρ(B) of B equals λ(B)). To do
so, let BN be a sequence of matrices with strictly positive entries that converges to
B (for instance, BN = B+ 1

N I, where I is the matrix consisting of ones). Since the
spectral radius is a continuous function of the matrix, we see that ρ(BN ) → ρ(B)
as N → ∞. Also, ρ(BN ) = λ(BN ) for all N by (2). Hence, ρ(B) is an eigenvalue
of B, and there is an eigenvector of B with non-negative entries for this eigenvalue.
This implies that ρ(B) = λ(B), hence (1).

Assume that B has a row eigenvector y with strictly positive entries and eigen-
value μ. Then

μyf = yBf = λyf ,

which implies μ = λ, as yf 	= 0. This implies (3) (for the matrix BT ), since by (1),
λ(B) = λ(BT ). �

3.3. The Frobenius-Perron dimensions

Let A be a Z+-ring with Z+-basis I.
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Definition 3.3.1. We will say that A is transitive if for any X,Z ∈ I there
exist Y1, Y2 ∈ I such that XY1 and Y2X contain Z with a nonzero coefficient.

Exercise 3.3.2. Show that any unital based ring is transitive. (Take Y1 to be
a suitable summand of X∗Z and Y2 to be a suitable summand of ZX∗).

Let A be a transitive unital Z+-ring of finite rank. Define a group homomor-
phism FPdim : A → C as follows. For X ∈ I, let FPdim(X) be the maximal
non-negative eigenvalue of the matrix of left multiplication by X. It exists by
the Frobenius-Perron theorem, since this matrix has non-negative entries. Let us
extend FPdim from the basis I to A by additivity.

Definition 3.3.3. The function FPdim is called the Frobenius-Perron dimen-
sion.

Proposition 3.3.4. Let X ∈ I.

(1) The number α = FPdim(X) is an algebraic integer, and for any algebraic
conjugate α′ of α we have α ≥ |α′|.

(2) FPdim(X) ≥ 1.

Proof. (1) Note that α is an eigenvalue of the integer matrix NX of left
multiplication by X, hence α is an algebraic integer. The number α′ is a root of
the characteristic polynomial of NX , so it is also an eigenvalue of NX . Thus by the
Frobenius-Perron theorem α ≥ |α′|.

(2) Let r be the number of algebraic conjugates of α. Then αr ≥ |N(α)| where
N(α) is the norm of α. This implies the statement since |N(α)| ≥ 1. �

Remark 3.3.5. Thus, the Frobenius-Perron dimensions of all elements of A
are algebraic integers.

Proposition 3.3.6. (1) The function FPdim : A → C is a ring homo-
morphism.

(2) There exists a unique, up to scaling, nonzero element R ∈ AC := A⊗Z C

such that XR = FPdim(X)R for all X ∈ A, and it satisfies the equality
RY = FPdim(Y )R for all Y ∈ A. After an appropriate normalization this
element has positive coefficients, and thus FPdim(R) > 0.

(3) FPdim is the unique character of A which takes non-negative values on I,
and these values are actually strictly positive.

(4) If X ∈ A has non-negative coefficients with respect to the basis of A, then
FPdim(X) is the largest non-negative eigenvalue λ(NX) of the matrix NX

of multiplication by X.

Remark 3.3.7. Note that in Proposition 3.3.6, the condition that A is unital
cannot be removed. E.g., A = Matn(Z) with basis of elementary matrices {Eij}
does not admit any homomorphisms to C for n ≥ 2.

Proof. Consider the matrix M of right multiplication by
∑

X∈I X in A in the
basis I. By transitivity, this matrix has strictly positive entries, so by Theorem
3.2.1, part (2), it has a unique, up to scaling, eigenvector R ∈ AC with eigenvalue
λ(M) (the maximal positive eigenvalue of M). Furthermore, this eigenvector can
be normalized to have strictly positive entries.

Since R is unique, it satisfies the equation XR = d(X)R for some function
d : A → C. Indeed, XR is also an eigenvector of M with eigenvalue λ(M), so it
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must be proportional to R. Furthermore, it is clear that d is a character of A. Since
R has positive entries, d(X) = FPdim(X) for X ∈ I. This implies (1). We also see
that FPdim(X) > 0 for X ∈ I (as R has strictly positive coefficients), and hence
FPdim(R) > 0.

Now, by transitivity, R is the unique, up to scaling, solution of the system
of linear equations XR = FPdim(X)R (as the matrix N of left multiplication by∑

X∈I X also has positive entries). Hence, for any Y ∈ A, RY = d′(Y )R for some
number d′(Y ) (as both RY and R are solutions of the above system of equations).
Moreover, it is clear that the assignment Y → d′(Y ) is a character. Applying FPdim
to both sides of the equation RY = d′(Y )R and using that FPdim(R) > 0, we find
d′ = FPdim, proving (2).

If χ is another character of A taking nonnegative values on I, then the vector
with entries χ(Y ), Y ∈ I is an eigenvector of the matrix N of left multiplication
by the element

∑
X∈I X. Because of transitivity of A the matrix N has positive

entries. By the Frobenius-Perron theorem there exists a positive number λ such
that χ(Y ) = λFPdim(Y ). Since χ is a character, λ = 1, which completes the proof.

Finally, part (4) follows from part (2) and the Frobenius-Perron theorem (part
(3)). �

Definition 3.3.8. An element R ∈ A⊗ZR as in Proposition 3.3.6 will be called
a regular element of A.

The terminology of Definition 3.3.8 will be justified in Example 4.5.5.

Proposition 3.3.9. Let A be as above and ∗ : I → I be a bijection which
extends to an anti-automorphism of A. Then FPdim is invariant under ∗.

Proof. Let X ∈ I. Then the matrix of right multiplication by X∗ is the
transpose of the matrix of left multiplication by X modified by the permutation ∗.
Thus the required statement follows from Proposition 3.3.6(2). �

Corollary 3.3.10. Let A be a fusion ring and let X be a basis element of A.
If FPdim(X) = 1 then XX∗ = X∗X = 1.

Proof. It is sufficient to show that XX∗ = 1. This follows from the facts that
1 is contained in the decomposition of XX∗ and

FPdim(XX∗) = FPdim(X) FPdim(X∗) = 1. �

Note that an element R in Proposition 3.3.6 is only defined up to normalization
(i.e., up to multiplication by a positive real number). However, if A is a fusion ring,
there is a certain specific normalization which is preferable.

Proposition 3.3.11. If A is a fusion ring then the element

R =
∑
Y ∈I

FPdim(Y )Y

is a regular element.
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Proof. Using Proposition 3.1.6 and Proposition 3.3.9, we have

XR =
∑
Y

FPdim(Y )XY =
∑
Y,Z

FPdim(Y )cZXY Z =
∑
Y,Z

FPdim(Y )cY
∗

Z∗XZ

=
∑
Y,Z

FPdim(Y )cYX∗ZZ =
∑
Z

FPdim(X∗Z)Z

= FPdim(X∗)(
∑
Z

FPdim(Z)Z) = FPdim(X)R. �

Definition 3.3.12. The element R normalized as in Proposition 3.3.11 (i.e., so
that the coefficient of 1 ∈ I is 1) is called the canonical regular element of A. The
number FPdim(R) =

∑
X∈I FPdim(X)2 is called the Frobenius-Perron dimension

of A and will be denoted by FPdim(A).

Note that FPdim(A) is an algebraic integer. Moreover, FPdim(A)−1 is totally2

non-negative since FPdim(A) − 1 = FPdim(
∑

X∈I,X 
=1 XX∗), and the matrix of

multiplication by
∑

X∈I,X 
=1 XX∗ is symmetric and non-negative definite, so all its
eigenvalues are non-negative.

Now let A1, A2 be transitive unital Z+-rings of finite rank with Z+-bases I1, I2.

Proposition 3.3.13. Let f : A1 → A2 be a unital homomorphism, whose
matrix in the bases I1, I2 has non-negative entries. Then

(1) f preserves Frobenius-Perron dimensions.
(2) Suppose that for any Y in I2 there exists X ∈ I1 such that the coefficient

of Y in f(X) is nonzero. If R is a regular element of A1 then f(R) is a
regular element of A2.

(3) If in the situation of (2), A1, A2 are fusion rings and R1, R2 are their

canonical regular elements, then f(R1) = FPdim(A1)
FPdim(A2)

R2. In particular,
FPdim(A1)
FPdim(A2)

is an algebraic integer.

Proof. (1) The function X 
→ FPdim(f(X)) is a character of A1 with non-
negative values on the basis. By Proposition 3.3.6(3), FPdim(f(X)) = FPdim(X)
for all X in I.

(2) By part (1) we have

(3.5) f(
∑
X∈I1

X)f(R) = FPdim(f(
∑
X∈I1

X))f(R).

But f(
∑

X∈I1
X) has strictly positive coefficients in I2, hence f(R) is a regular

element of A2.

(3) The equality f(R1) =
FPdim(A1)
FPdim(A2)

R2 follows from (1), (2) by applying FPdim

to both sides. By taking the coefficient of 1, we see that FPdim(A1)
FPdim(A2)

is an algebraic

integer. �

We observed in Remark 3.3.5 that the values of Frobenius-Perron dimensions
in a Z+-ring are algebraic integers. Below we show that for fusion rings there are
further strong restrictions. We will need a classical result of Kronecker.

2We say that an algebraic number has some property totally if it does so under any embedding
of algebraic numbers into complex numbers. E.g., we can talk about totally real numbers, totally
non-negative numbers, etc.
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Lemma 3.3.14. Let q ∈ C× be an algebraic integer such that all its algebraic
conjugates have absolute values ≤ 1. Then q is a root of unity.

Proof. Let � denote the degree of the minimal polynomial p ∈ Z[t] of q. Let
q = q1, . . . , q� be the roots of p. For all k = 1, 2, . . . let

pk(t) = Π�
j=1(t− qkj ).

The coefficients of pk are symmetric polynomials on q1, . . . , q� with integer co-
efficients, hence by the Fundamental Theorem on symmetric functions, they are
polynomials with integer coefficients of the coefficients of p = p1. Thus, pk ∈ Z[t]
for each k = 1, 2, . . . .

Observe that the set of integral monic polynomials of degree � having all their
roots inside the unit disk is finite (indeed, the absolute values of coefficients of such

polynomials are bounded by maxn=1,...,�

(
�
n

)
). Thus, for each i, the sequence qki ,

k ≥ 1, takes finitely many values. This implies that each qi is a root of unity. �

Recall that for a square matrix B with non-negative real entries its largest
non-negative real eigenvalue is denoted by λ(B).

Proposition 3.3.15. (Kronecker) Let B be a matrix with non-negative integer
entries, such that λ(BBT ) = λ(B)2. If λ(B) < 2 then λ(B) = 2 cos(π/n) for some
integer n ≥ 2.

Proof. Let λ(B) = q + q−1. Since the ring of algebraic integers is integrally
closed, q is an algebraic integer. Also, |q| = 1 since λ(B) is real. Moreover, all
conjugates of λ(B)2 are non-negative (since they are eigenvalues of the matrix
BBT , which is symmetric and non-negative definite), so all conjugates of λ(B) are
real. Thus, if q∗ is a conjugate of q then q∗ + q−1

∗ is real with absolute value < 2
(by the Frobenius-Perron theorem), so |q∗| = 1. By Lemma 3.3.14, q is a root of
unity: q = e2πik/m, where k and m are coprime. By the Frobenius-Perron theorem,
k = ±1, and m is even (indeed, if m = 2p+ 1 is odd then |qp + q−p| > |q + q−1|).
So q = eπi/n for some integer n ≥ 2, and we are done. �

Corollary 3.3.16. Let A be a fusion ring, and X ∈ A a basis element. Then
if FPdim(X) < 2 then FPdim(X) = 2cos(π/n), for some integer n ≥ 3.

Proof. This follows from Proposition 3.3.15, since FPdim(XX∗)=FPdim(X)2.
�

3.4. Z+-modules

Definition 3.4.1. Let A be a Z+-ring with basis {bi}. A Z+-module over A is
an A-module M with a fixed Z-basis {ml}l∈L such that all the structure constants
akil (defined by the equality biml =

∑
k a

k
ilmk) are non-negative integers.

The direct sum of Z+-modules is also a Z+-module whose basis is the union of
the bases of the summands. We say that a Z+-module is indecomposable if it is not
isomorphic to a nontrivial direct sum of Z+-modules.

Definition 3.4.2. A Z+-module M over a Z+-ring A is called irreducible if it
has no proper Z+-submodules (in other words, the Z-span of any proper subset of
the basis of M is not an A-submodule).
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Exercise 3.4.3. (i) Prove that a Z+-module over a based ring is irreducible if
and only if it is indecomposable.

(ii) Give an example of a Z+-module over a Z+-ring which is not irreducible
but is indecomposable.

Proposition 3.4.4. Let M be an irreducible Z+-module over a fusion ring
A with a Z+-basis {ml}l∈L. For each X ∈ A let [X]|M denote the matrix of the
operator of multiplication by X on M . There exists a unique up to a scalar common
eigenvector m of all matrices [X]|M , X ∈ A, which has strictly positive entries. The
corresponding eigenvalue of [X]|M is FPdim(X).

Proof. Consider the following element of A:

Z =
∑
i,j

bibjb
∗
i .

It is easy to check that Z has strictly positive coefficients in the basis {bi}. Also,
by Proposition 3.1.8, Z belongs to the center of A.

Define m to be an eigenvector of [Z]|M with positive entries. This eigenvector
exists and is unique up to a positive scalar by Theorem 3.2.1(2). Since Z is in
the center of A, we conclude that m is a common eigenvector of the matrices
[X]|M . The assertion about the corresponding eigenvalue of [X]|M follows from
Proposition 3.3.6(3). �

Definition 3.4.5. The vector m from Proposition 3.4.4 is called a regular
element of M . The coefficients of m in the basis {mi} are called Frobenius-Perron
dimensions of basis elements of M .

Unlike Frobenius-Perron dimensions of elements of A that are unique by Propo-
sition 3.3.6, the Frobenius-Perron dimensions of elements of M are determined only
up to a common positive factor.

Proposition 3.4.6. Let A be a based ring of finite rank over Z. Then there
exists only finitely many irreducible Z+-modules over A.

Proof. First of all, it is clear that an irreducible Z+-module M over A is of
finite rank over Z. Let {ml}l∈L be the basis of M . Let us consider the element
b :=

∑
i∈I bi of A. Let b2 =

∑
i nibi and let N = maxi∈I ni (N exists since I is

finite). For any l ∈ L let bml =
∑

k∈L dlkmk and let dl :=
∑

k∈L dlk > 0. Let

l0 ∈ I be such that d := dl0 equals minl∈L dl. Let b
2ml0 =

∑
l∈L clml. Calculating

b2ml0 in two ways — as (b2)ml0 and as b(bml0), and computing the sum of the
coefficients, we have:

Nd ≥
∑
l

cl ≥ d2

and consequently d ≤ N . So there are only finitely many possibilities for |L|, values
of ci and consequently for expansions biml (since each ml appears in bml0). The
proposition is proved. �

Exercise 3.4.7. (a) Classify irreducible Z+-modules over ZG (Answer:
such modules are in bijection with subgroups of G up to conjugacy).

(b) Classify irreducible Z+-modules over the ring of representations of S3, see
Example 3.1.9(v). Consider all the cases: char(k) 	= 2, 3, char(k) = 2,
char(k) = 3.
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58 3. Z+-RINGS

(c) Classify irreducible Z+-modules over the Yang-Lee and Ising based rings
from Example 3.1.9(vii) and (viii).

3.5. Graded based rings

Let A be a unital based ring with a Z+-basis B = {bi}i∈I .

Definition 3.5.1. Let G be a group. A grading of A by G is a partition

B = �g∈G Bg

of the basis of A into disjoint subsets such that for all g, h ∈ G and for all basis
elements bi ∈ Bg and bj ∈ Bh the product bibj is a Z+-linear combination of
elements of Bgh.

Note that if bi ∈ Bg then b∗i ∈ Bg−1 . We will call Bg the component of B
corresponding to g ∈ G, and B1 (where 1 denotes the identity element of G) the
trivial component of B. Note that the trivial component includes all basis elements
contained in the decomposition of bibi∗ , i ∈ I. In particular, the trivial component
contains bi for all i ∈ I0.

If A is G-graded, we have a decomposition

A =
⊕
g∈G

Ag,

where Ag is the Z-span of Bg, g ∈ G. We will say that Ag is the component of A
corresponding to g. The subring A1 will be called the trivial component of A.

The grading is called faithful if all the components Bg, g ∈ G, are nonempty.
Let A be a fusion ring faithfully graded by a finite group G. Let R ∈ A ⊗Z C

be the regular element of A (see Definition 3.3.11) and let

R =
∑
g∈G

Rg

be its decomposition with respect to the grading. For all g ∈ G set

FPdim(Ag) = FPdim(Rg)

and call it the Frobenius-Perron dimension of the component Ag of A.

Theorem 3.5.2. Let A be a fusion ring faithfully graded by a finite group G.
The Frobenius-Perron dimensions of the components Ag are equal for all g ∈ G, so
FPdim(A) = |G|FPdim(A1). In particular, |G| divides FPdim(A).

Proof. We have RRh = FPdim(Rh)R = FPdim(Ah)R. Taking the gh-compo-
nent of this equation, we find

RgRh = FPdim(Ah)Rgh.

Similarly, RgR = FPdim(Ag)R, which yields RgRh = FPdim(Ag)Rgh. But Rgh 	= 0,
so we get FPdim(Ag) = FPdim(Ah), i.e., FPdim(Ag) = FPdim(A)/|G|. �

Proposition 3.5.3. Let A be a fusion ring with a fusion subring A0 (i.e., a sub-
ring spanned by a *-stable subset of the basis) such that FPdim(A) = 2FPdim(A0).
Then A has a faithful grading by Z/2Z with the trivial component A0.
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Proof. Write A as a direct sum A = A0 ⊕ A1, where A1 is a Z+-module
over A0 (such a decomposition exists by Exercise 3.4.3(i)). Let R and R0 be the
regular elements of A and A0 and let R1 be the regular element of A1 such that
R = R0 +R1. Note that R0R1 = R1R0 = FPdim(A0)R1.

We have R2 = FPdim(A)R. On the other hand,

R2 = R2
0 +R0R1 +R1R0 +R2

1 = FPdim(A0)R0 + 2FPdim(A0)R1 +R2
1.

Comparing the two expressions and using that FPdim(A) = 2FPdim(A0), we obtain
R2

1 = FPdim(A0)R0. This means that the product of any pair of simple objects in
A1 belongs to A0, i.e., that A is Z/2Z-graded. �

Remark 3.5.4. Taking in Proposition 3.5.3 A = ZG, where G is a finite group,
one recovers a classical result in group theory: a subgroup of index 2 is normal.

Definition 3.5.5. A fusion ring A is said to be weakly integral if FPdim(A) ∈ Z.
It is called integral if the Frobenius-Perron dimensions of all elements of A are
integers.

Let us analyze the structure of weakly integral fusion rings.

Lemma 3.5.6. Let A be a fusion ring. Let X1, X2, Y be non-negative integral
combinations of basis elements in A such that Y = X1 + X2. If FPdim(Y ) is an
integer then so are FPdim(X1) and FPdim(X2)

Proof. The Frobenius-Perron eigenvalue of a non-negative matrix has strictly
largest real part among its algebraic conjugates. Since FPdim(X1)+FPdim(X2) is an
integer, the algebraic numbers FPdim(X1) and FPdim(X2) have both strictly largest
and strictly smallest real parts among their conjugates, hence they are integers. �

Proposition 3.5.7. Let A be a weakly integral fusion ring. Then there is
an elementary abelian 2-group E, a set of distinct square free positive integers
nx, x ∈ E, with n0 = 1, and a faithful grading A = ⊕x∈E A(nx) such that
FPdim(X) ∈ Z

√
nx for each X ∈ A(nx). Moreover, the map x 
→ nx is an in-

clusion of E into Q×/(Q×)2.

Proof. First, let us show that every basis element of A has dimension
√
N

for some N ∈ Z. Indeed, since FPdim(
∑

i bibi∗) = FPdim(A) is an integer, we
conclude from Lemma 3.5.6 that each FPdim(bibi∗) is an integer, whence FPdim(bi)
is a square root of an integer.

Let A(1) ⊂ A be the based subring of A generated by all basis elements of
integer dimension. Observe that for each square free n ∈ Z the basis elements of A
whose dimension is in Z

√
n generate an A(1)-sub-bimodule A(n) of A. Let

E = {n is square free | A(n) 	= 0}.
It is clear that for X ∈ A(n) and Y ∈ A(m) their product XY is in A((nm)′) where
l′ denotes the square free part of l. This defines a commutative group operation on
E and a grading of A by E. Since the order of every e ∈ E is at most two, E is an
elementary abelian 2-group. �

Corollary 3.5.8. Let A be a fusion ring of odd Frobenius-Perron dimension.
Then A is integral.

Proof. This follows from the fact that FPdim(A) = |E|FPdim(A(1)), where
A(1) is integral, and |E| = 2N , for some positive integer N . �
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3.6. The adjoint based subring and universal grading

Let A be a unital based ring with a Z+-basis B = {bi}i∈I .

Definition 3.6.1. The adjoint subring Aad ⊂ A is the minimal based subring
of A with the property that bib

∗
i belongs to Aad for all i ∈ I; i.e., Aad is generated

by all basis elements of A contained in bib
∗
i , i ∈ I.

If A is of finite rank (i.e., a fusion ring), let us define J :=
∑

i∈I bib
∗
i (note

that this is a central element of A by Proposition 3.1.8 for x = 1). Then Aad

can be alternatively defined as the Z-linear span of basis elements contained in
Jn, n = 0, 1, 2, . . . .

Proposition 3.6.2. Any one-sided (i.e., left or right) based Aad-submodule
M ⊂ A of a based ring A is automatically an Aad-sub-bimodule.

Proof. It suffices to prove the statement for left modules. We have

bkbibi∗ =
∑

r:br∈bkbi

crkibrbi∗ =
∑

r:br∈bkbi

ci
∗

r∗kbrbi∗

(where br ∈ bkbi means that br occurs in the decomposition of bkbi). On the other
hand, ∑

r,i

ci
∗

r∗kbrbi∗ = (
∑
r

brbr∗)bk.

But ∑
r,i

ci
∗

r∗kbrbi∗ =
∑

r:br∈bkbi

ci
∗

r∗kbrbi∗ + Eki,

where Eki is a non-negative linear combination of basis elements. Hence,

(
∑
r

brbr∗)bk = bkbibi∗ + Eki.

So if bk ∈M then bkbibi∗ ∈M for all i, as desired. �
Let A be a based ring. We can view A as a based Z+-bimodule over Aad.

As such, it decomposes into a direct sum of indecomposable based Aad-bimodules:
A = ⊕a∈G Aa, where G is the index set. This decomposition is unique up to a
permutation of G. We may assume that there is an element 1 ∈ G such that
A1 = Aad. Note that (Aa)

∗ = {X∗ | X ∈ Aa}, a ∈ G, is an indecomposable based
Aad-submodule of A and hence (Aa)

∗ = Aa∗ for some a∗ ∈ G.

Lemma 3.6.3. For all x, y ∈ Aa, a ∈ G, we have xy∗ ∈ Aad.

Proof. We may assume that x, y are basis vectors. Observe that

My = span{X ∈ Aa | X is contained in bi1b
∗
i1 · · · binb

∗
iny for some n, i1, . . . , in}

is a based left Aad-submodule of Aa. Since Aa is an indecomposable based Aad-
bimodule, by Exercise 3.4.3(i), it is irreducible, and so it follows from Proposi-
tion 3.6.2 that it is in fact irreducible as a based left Aad-module. Thus, My = Aa.
Therefore, x ∈My, so x is contained in bi1b

∗
i1
...binb

∗
in
y for some n, i1, ..., in, i.e., xy

∗

is a summand in bi1b
∗
i1
...binb

∗
in
yy∗ ∈ Aad, as required. �

Theorem 3.6.4. There is a canonical group structure on the index set G with
the multiplication defined by the following property:

(3.6) ab = c if and only if xaxb ∈ Ac, for all xa ∈ Aa, xb ∈ Ab, a, b, c ∈ G.

The identity of G is 1 and the inverse of a ∈ G is a∗.
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Proof. We need to check that the binary operation in (3.6) is well defined.
Let a, b ∈ G and let xa, ya ∈ Aa, xb, yb ∈ Ab be basis elements of A.

Suppose that the product xaxb contains a basis element xc ∈ Ac and the prod-
uct yayb contains a basis element yd ∈ Ad for c 	= d. By Lemma 3.6.3, there is a
positive integer n and indices i1, ..., in such that the element z := xabi1b

∗
i1
...binb

∗
in
y∗a

contains xaxby
∗
b y

∗
a = (xaxb)(yayb)

∗. But by Proposition 3.6.2, the left based
Aad-module generated by xa is also a right based Aad-module, which means that
xabi1b

∗
i1
...binb

∗
in

is a summand in a sum of elements of the form bj1b
∗
j1
...bjmb∗jmxa,

and hence z ∈ A1. Therefore, Y := xcy
∗
d is in A1. Multiplying both sides of the last

equality by yd on the right, we conclude that Y yd is in Ac ∩Ad, a contradiction.
Thus, xaxb and yayb both belong to the same component Ac and so the binary

operation (3.6) is well-defined. It is easy to see that it defines a group structure
on G. �

Definition 3.6.5. We will call the grading A = ⊕a∈G Aa constructed in The-
orem 3.6.4 the universal grading of A. The group G will be called the universal
grading group of A and denoted by U(A).

Corollary 3.6.6. Every based ring A has a canonical faithful grading by the
group U(A). Any other faithful grading of A by a group G is determined by a
surjective group homomorphism π : U(A)→ G.

Proof. Let A = ⊕g∈G Ag be a faithful grading of A. Since for every basis
element X ∈ A we have XX∗ ∈ A1, it follows that A1 contains Aad as a based
subring. Hence, each Ag is a based Aad-submodule of A. This means that every
component Aa, a ∈ U(A), of the universal grading A = ⊕a∈U(A) Aa of A belongs

to some Aπ(a) for some well-defined π(a) ∈ G. Clearly, the map a 
→ π(a) is a
surjective homomorphism. �

Let A be a unital based ring. Let A(0) = A, A(1) = Aad, and A(n) = (A(n−1))ad
for every integer n ≥ 1.

Definition 3.6.7. The non-increasing sequence of based subrings of A

(3.7) A = A(0) ⊇ A(1) ⊇ · · · ⊇ A(n) ⊇ · · ·
will be called the upper central series of A.

Definition 3.6.8. A based ring A is nilpotent if its upper central series con-
verges to Z1; i.e., A(n) = Z1 for some n. The smallest number n for which this
happens is called the nilpotency class of A.

Definition 3.6.9. Suppose that the based ring A is commutative. Let B be
a based subring of A. The commutator of B in A is the based subring Bco ⊂ A
generated by all basis elements x ∈ A such that xx∗ ∈ B.

Equivalently, Bco is the biggest based subring A ⊂ A such that Aad ⊂ B.
Clearly (Bco)ad ⊂ B ⊂ (Bad)

co.
The following Example motivates the terminology used in Definition 3.6.9.

Example 3.6.10. Let A = K0(G) be the based ring of characters of a finite
group G. Any based subring B ⊂ A is of the form B = K0(G/N) for some normal
subgroup N of G, and Bco = K0(G/[G,N ]).

Exercise 3.6.11. Show that (Bco)ad ⊂ B ⊂ (Bad)
co for any based subring

B ⊂ A.
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3.7. Complexified Z+-rings and ∗-algebras
Definition 3.7.1. A ∗-algebra over C is a C-algebra A with a map ∗ : A→ A

which is anti-linear (i.e., such that (λa)∗ = λ̄a∗ for λ ∈ C) and such that
(ab)∗ = b∗a∗ and a∗∗ = a for all a, b ∈ A. A positive trace on A is a linear

functional l : A→ C such that l(ab) = l(ba), l(a∗) = l(a), and l(aa∗) > 0 for a 	= 0.

Example 3.7.2. Let A = Matn(C). For a ∈ Matn(C) let a∗ be the usual
Hermitian conjugate matrix. Define l : A→ C by l(a) := pTr(a), p > 0. Then A is
a ∗-algebra and l is a positive trace.

Let A1, . . . , Ar be ∗-algebras and A = A1 ⊕ · · · ⊕ Ar. Let li : Ai → C be
a positive trace, i = 1, . . . , r. Then the linear functional l : A → C defined by
l(a1, . . . , ar) = l1(a1) + · · · + lr(ar) is a positive trace on A. In this situation we
write (A, l) =

⊕r
i=1(Ai, li). The following proposition is classical.

Proposition 3.7.3. Any finite dimensional ∗-algebra with a positive trace is
semisimple and isomorphic to

⊕r
i=1(Ai, li), where each (Ai, li) is as in Exam-

ple 3.7.2.

Proof. Let EndA denote the algebra of linear operators A → A. Equip
EndA with the ∗-algebra structure corresponding to the Hermitian scalar product
(a, b) = l(ab∗) on A. The left action of A on itself defines an injective ∗-homo-
morphism A ↪→ EndA. Thus A identifies with a ∗-subalgebra of the algebra of
operators in a finite dimensional Hilbert space. Such an algebra is clearly semisim-
ple since every submodule N of any A-module M has the orthogonal complement
N⊥ such that M = N ⊕ N⊥. So the ∗-algebra A is isomorphic to a product of
matrix algebras A1, . . . , Ar equipped with their standard anti-involutions. For each
i ∈ {1, . . . , r} the restriction l|Ai

is proportional to the usual matrix trace, and the
coefficient is positive because l is. �

Corollary 3.7.4. Let A be a finite dimensional ∗-algebra with a positive trace
l. If e ∈ A, e2 = e, e 	= 0 then l(e) > 0. �

Remark 3.7.5. Corollary 3.7.4 is not an immediate consequence of the inequal-
ity l(ee∗) > 0 because we do not assume that e∗ = e.

Lemma 3.7.6. Let A be a finite dimensional ∗-algebra with a positive trace l.
If a ∈ A and l(an) = 0 for all n ∈ N then a is nilpotent.

Proof. If a is not nilpotent then there exists a nonzero idempotent e of the

form
N∑
i=1

λia
i (this can be seen using the Jordan normal form theorem). Then

l(e) = 0, which contradicts Corollary 3.7.4. �

Corollary 3.7.7. ([Lus2, 1.2(a)]) For any multifusion ring A the algebra
A⊗Z C is semisimple.

Proof. It is clear that A ⊗Z C is a finite dimensional ∗-algebra with positive
trace being the anti-linear extension of the involution τ defined in (3.1). So the
statement follows from Proposition 3.7.3. �
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3.8. Weak based rings

One can define the notion of a weak (unital) based ring, which generalizes
the notion of a (unital) based ring. Namely, the definition of a weak based ring is
obtained from the definition of a based ring by relaxing the condition that τ (bibj) =
δij∗ : instead one requires that τ (bibj) = diδij∗ , where di are positive integers. A
weak based ring of finite rank is called a weak multifusion ring, and it is called a
weak fusion ring if it is unital (see [EtG10]).

A basic example of a weak unital based ring is the center ZG of the group
algebra ZG of a finite group G, with basis bi =

∑
g∈Ci

g labeled by conjugacy

classes Ci of G. In this case, di = |Ci|. Another example is the convolution algebra
Fun(H\G/H,Z) of integer-valued functions on G which are two-sided invariant
under a subgroup H ⊂ G, with basis bi = χSi

of characteristic functions of double
cosets Si of H in G; in this case di = |Si|/|H|.

Weak based rings enjoy similar properties to usual based rings; in particular, in
the case of finite rank (weak multifusion and weak fusion rings), there is a theory of
Frobenius-Perron dimensions. However, a detailed discussion of weak based rings
is outside of the scope of this book.

Exercise 3.8.1. Generalize the results of this chapter on based rings to the
case of weak based rings.

3.9. Bibliographical notes

3.1. The terminology on Z+-rings is borrowed from the paper by Lusztig [Lus2]
as well as [EtKh, Os1]. Such rings (with a different terminology) were considered
by Davydov in [Da2, Da3]. For basic facts about based and fusion rings see [Os1].
Proposition 3.1.8 is borrowed from [ENO2] (see Theorem 8.2).

3.2. The Frobenius-Perron theorem was proved by Perron in 1907 and Frobe-
nius in 1912. This theorem has many applications in various fields of pure and
applied mathematics. For more details on this theorem, see [Gant, Chapter XIII].

3.3. The notion of the Frobenius-Perron dimension is motivated by the notion
of the index of a subfactor (see the paper by Jones, [Jon1]). Frobenius-Perron
dimensions for commutative fusion rings were defined and used in the book by
Fröhlich and Kerler, [FroK]. A theory of Frobenius-Perron dimensions for general
fusion rings and categories was developed in [ENO2], and in the not necessarily
semisimple case in [E, EtO1]. The notion of a transitive Z+-ring is defined in [E,
Section 3]. Proposition 3.3.4 is contained in [ENO2]. For Proposition 3.3.6 see
[ENO2, Section 8], and [E, Section 3]. The regular element of a fusion ring and its
Frobenius-Perron dimension are defined in [ENO2, 8.2] (for Z+-rings arising from
finite tensor categories, this is done in [E, Section 3]). Proposition 3.3.13 is modeled
after Proposition 8.8 in [ENO2]. Corollary 3.3.16 was pointed out to us by Müger
(see [ENO2, Remark 8.4]). It is closely related to the Jones Index Theorem in the
theory of subfactors ([Jon1]); namely, the index of a subfactor in [Jon1], when it
is < 4, is the square of the Frobenius-Perron dimension of an object of a certain
fusion category.

3.4. The terminology on Z+-modules is borrowed from [Lus2, EtKh, Os1].
Proposition 3.4.4 is taken from [ENO2, Section 8] (see Proposition 8.5). Proposi-
tion 3.4.6 is from the paper by Gannon [Gann2] (see also [Os1, Proposition 2.1]).

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



64 3. Z+-RINGS

3.5. The theory of graded based rings is motivated by the theory of graded
fusion categories, discussed briefly in [ENO2, 5.9], and then developed further in
[GelaN, GeNN, DrGNO2, ENO4]. For basic material on graded based rings,
see [GelaN]. Proposition 3.5.7 is taken from [GelaN, Theorem 3.10]. Corollary
3.5.8 is also from [GelaN].

3.6. The notion of the adjoint subring of a fusion ring is motivated by the
notion of the adjoint subcategory of a fusion category, introduced in [ENO2, 8.5],
and developed in [GelaN]. The material on the adjoint subring, the universal
grading, and nilpotent based rings is taken from [GelaN].

3.7. The material on complexified Grothendieck rings is taken from [DrGNO2,
Appendix F].

3.8. The material on weak based rings is taken from [EtG10, 4.1].
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CHAPTER 4

Tensor categories

4.1. Tensor and multitensor categories

Let k be an algebraically closed field.

Definition 4.1.1. Let C be a locally finite k-linear abelian rigid monoidal
category. We will call C a multitensor category over k if the bifunctor ⊗ : C×C → C
is bilinear on morphisms. We will say that C is indecomposable if C is not equivalent
to a direct sum of nonzero multitensor categories. If in addition EndC(1) ∼= k then
we will call C a tensor category.

A multifusion category is a finite semisimple multitensor category. A fusion
category is a multifusion category with EndC(1) ∼= k, i.e., a finite semisimple tensor
category.

Example 4.1.2. The following are examples of tensor categories (cf. Section
2.3): the category Vec of finite dimensional k-vector spaces (a fusion category), the
category Rep(G) of finite dimensional k-representations of a group G (or algebraic
representations of an affine algebraic group G), the category Rep(g) of finite di-
mensional representations of a Lie algebra g, and the category VecωG of G-graded
finite dimensional k-vector spaces with associativity defined by a 3-cocycle ω. If G
is a finite group then VecωG is a fusion category, and Rep(G) is a fusion category if
char(k) = 0, or char(k) is coprime to |G|.

Example 4.1.3. Let A be a finite dimensional semisimple algebra over k. Let
C = A−bimod be the category of finite dimensional A-bimodules with bimodule
tensor product over A:

(M, N) 
→M ⊗A N.

Then C is a multifusion category with the unit object 1 = A, the left dual defined
by M 
→ Hom(AM,AA), and the right dual defined by M 
→ Hom(MA, AA)

1. The
category C is fusion if and only if A is simple, in which case it is equivalent to
Vec. More generally, if A has n matrix blocks, the category C can be alternatively
described as the category whose objects are n-by-n matrices of vector spaces, V =
(Vij), and the tensor product is matrix multiplication:

(V ⊗W )il =
n⊕

j=1

Vij ⊗Wjl.

This category will be denoted by Matn(Vec).

1Note that if A is a finite dimensional non-semisimple algebra then the category of finite
dimensional A-bimodules is not rigid, since the duality functors defined as above do not satisfy
the rigidity axioms (cf. Exercise 2.10.16).

65
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66 4. TENSOR CATEGORIES

In a similar way, one can define the multitensor category Matn(C) of n-by-n
matrices of objects of a given multitensor category C. If C is a multifusion category,
so is Matn(C).

4.2. Exactness of the tensor product

Proposition 4.2.1. Let C be a multitensor category. Then the bifunctor ⊗ :
C × C → C is exact in both factors (i.e., biexact).

Proof. By Proposition 2.10.8, the functors (V ⊗ −) and (− ⊗ V ) have left
and right adjoint functors (the functors of tensoring with the corresponding duals).
The statement follows since any functor between abelian categories that has left
and right adjoint functors is exact (Exercise 1.6.4). �

Remark 4.2.2. The proof of Proposition 4.2.1 shows that the biadditivity of
the functor ⊗ holds automatically in any rigid monoidal abelian category. However,
this is not the case for bilinearity of ⊗, and thus the condition of bilinearity of tensor
product in the definition of a multitensor category is not redundant.

This may be illustrated by the following example. Let C be the category of
finite dimensional C-bimodules in which the left and right actions of R coincide.
This category is C-linear abelian; namely, it is semisimple with two simple objects
C+ = 1 and C−, both equal to C as a real vector space, with bimodule structures
(a, b)z = azb and (a, b)z = azb, respectively. It is also rigid monoidal, with ⊗ being
the tensor product of bimodules. But the tensor product functor is not C-bilinear
on morphisms (it is only R-bilinear).

Definition 4.2.3. Amultiring category over k is a locally finite k-linear abelian
monoidal category C with bilinear and biexact tensor product. If in addition
EndC(1) = k, we will call C a ring category.

Example 4.2.4. The category VecG of finite dimensional vector spaces graded
by a monoid G is a ring category, with tensor product given by the formula (2.17).

Thus, the difference between Definition 4.1.1 of a (multi)tensor category and
Definition 4.2.3 is that for the latter we do not require existence of duals, but instead
require biexactness of the tensor product. Note that Proposition 4.2.1 implies that
any multitensor category is a multiring category, and any tensor category is a ring
category.

Definition 4.2.5. Let C, D be multiring categories over k, and let F : C → D
be an exact and faithful k-linear functor.

(i) F is said to be a quasi-tensor functor if it is equipped with a functorial
isomorphism J : F (−)⊗ F (−)→ F (−⊗−), and F (1) = 1.

(ii) A quasi-tensor functor (F, J) is said to be a tensor functor if it is a
monoidal functor in the sense of Definition 2.4.1, i.e., satisfies diagram
(2.23).

Remark 4.2.6. The requirement that a (quasi)tensor functor be exact and
faithful is imposed only inside this book; in other sources, this term may be used
in more general settings, when these conditions do not necessarily hold.

Example 4.2.7. The functors of Examples 2.5.1, 2.5.2, and Section 2.6 (for
the categories VecωG) are tensor functors. The identity functor Vecω1

G → Vecω2

G for
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4.2. EXACTNESS OF THE TENSOR PRODUCT 67

non-cohomologous 3-cocycles ω1, ω2 does not admit a structure of a tensor functor,
but it can be made quasi-tensor by any choice of J .

Proposition 4.2.8. For any pair of morphisms f1, f2 in a multiring category
C one has Im(f1 ⊗ f2) = Im(f1)⊗ Im(f2).

Proof. Let I1, I2 be the images of f1, f2. Then the morphisms fi : Xi → Yi,
i = 1, 2, have decompositions Xi → Ii → Yi, where the sequences

Xi → Ii → 0, 0→ Ii → Yi, i = 1, 2,

are exact. Tensoring the sequence X1 → I1 → 0 with I2, and using Proposition
4.2.1 we get the exact sequence

X1 ⊗ I2 → I1 ⊗ I2 → 0

Tensoring X1 with the sequence X2 → I2 → 0, we get the exact sequence

X1 ⊗X2 → X1 ⊗ I2 → 0.

Combining these, we get an exact sequence X1 ⊗ X2 → I1 ⊗ I2 → 0. Arguing
similarly, we see that the sequence 0 → I1 ⊗ I2 → Y1 ⊗ Y2 is exact. This implies
the statement. �

Proposition 4.2.9. If C is a multiring category with left duals, then the left
dualization functor is exact. The same applies to right duals.

Proof. Let 0 → X → Y → Z → 0 be an exact sequence. We need to show
that the sequence 0 → Z∗ → Y ∗ → X∗ → 0 is exact. Let T be any object of C,
and consider the sequence

0→ HomC(T, Z
∗)→ HomC(T, Y

∗)→ HomC(T, X
∗).

By Proposition 2.10.8, it can be written as

0→ HomC(T ⊗ Z, 1)→ HomC(T ⊗ Y, 1)→ HomC(T ⊗X, 1).

Using the definition of a multiring category, we see that the last sequence is exact.
This implies that the sequence 0→ Z∗ → Y ∗ → X∗ is exact.

Similarly, consider the sequence

0→ HomC(X
∗, T )→ HomC(Y

∗, T )→ HomC(Z
∗, T ).

By Proposition 2.10.8, it can be written as

0→ HomC(1, X ⊗ T )→ HomC(1, Y ⊗ T )→ HomC(1, Z ⊗ T ),

which is exact since 0 → X ⊗ T → Y ⊗ T → Z ⊗ T is exact by the definition
of a multiring category. This implies that the sequence Z∗ → Y ∗ → X∗ → 0 is
exact. �

Proposition 4.2.10. A finite ring category C with left duals is a tensor category
(i.e., it also has right duals).

Proof. We know that the left duality functor X 
→ X∗ is fully faithful (see
Proposition 2.10.8), exact (see Proposition 4.2.9), and monoidal (see Exercise 2.10.7
(b)). In particular, this functor respects the Frobenius-Perron dimension by Propo-
sition 3.3.13 (1). We claim that this functor sends simple objects to simple ones.
Let d1 < d2 < . . . < dr be the list of possible Frobenius-Perron dimensions of simple
objects in C. Let Oi(C) ⊂ O(C) be the isomorphism classes of simple objects L with
FPdim(L) = di, i = 1, . . . , r.
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Lemma 4.2.11. Let L ∈ Oi(C). Then L∗ is simple and there exists L′ ∈ Oi(C)
such that L � (L′)∗.

Proof. We prove the lemma by induction in i. The base (i = 1) is obvious. If
L∗ is not simple then there exists a nonzero map K → L∗, where K is simple with
FPdim(K) < FPdim(L∗) = di. By the induction assumption K � (K ′)∗, where K ′

is simple with FPdim(K ′) < di. Since the duality functor is full, we get a nonzero
map L → K ′, which is a contradiction. Thus we have a map L 
→ L∗ from Oi(C)
to itself. Again by the fullness of duality we see that this map is injective. Since
the set Oi(C) is finite, it is also surjective, which proves the lemma. �

By Lemma 4.2.11 the functor X 
→ X∗∗ induces a permutation of O(C). Thus
there exists a finite power F = (∗∗)n of the double duality functor such that F (L) �
L for any L ∈ O(C). Also, the functor F is exact and fully faithful. Let P be the
projective cover of L ∈ O(C). Since the functor F is full we see that the object
F (P ) has a unique simple quotient F (L) � L. It follows that we have a surjection
P → F (P ). Since the length of F (P ) equals the length of P , this must be an
isomorphism P � F (P ). Thus F is surjective on isomorphism classes of projective
objects. Since any object of C is isomorphic to a cokernel of a map of projective
objects and the functor F is fully faithful, we get that F is surjective on isomorphism
classes of objects and hence is an equivalence. Thus the duality functor X 
→ X∗

is surjective on isomorphism classes of objects. The proposition is proved. �

Proposition 4.2.12. Let P be a projective object in a multiring category C. If
X ∈ C has a left dual, then the object P ⊗X is projective. Similarly, if X ∈ C has
a right dual, then the object X ⊗ P is projective.

Proof. In the first case by Proposition 2.10.8 we have

HomC(P ⊗X, Y ) = HomC(P, Y ⊗X∗),

which is an exact functor of Y , since the functors (− ⊗ X∗) and HomC(P, −) are
exact. So P ⊗X is projective. The second statement is similar. �

Corollary 4.2.13. If C is a multiring category with left duals (e.g., a multi-
tensor category), then 1 ∈ C is a projective object if and only if C is semisimple.

Proof. If 1 is projective then by Proposition 4.2.12 X ∼= 1⊗X is projective
for any X ∈ C. This implies that C is semisimple. The converse is obvious. �

Remark 4.2.14. Corollary 4.2.13 can be regarded as a categorical analog of
Maschke’s theorem for group algebras saying that for a finite group G the category
Rep(G) of finite dimensional representations of G over k is semisimple if and only
if |G| 	= 0 in k. The latter condition is equivalent to the trivial representation k

being projective, as the map kG → k : g 
→ 1 is the right inverse to the map
k→ kG : 1 
→ 1

|G|
∑

g∈G g.

There is a generalization of this theorem for finite dimensional Hopf algebras,
see [Mon]. It says that the value of the counit on a nonzero integral is nonzero.
This result (well known in the theory of Hopf algebras) is a special case of Corol-
lary 4.2.13.
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4.3. Semisimplicity of the unit object

Theorem 4.3.1. Let C be a multiring category. Then EndC(1) is a semisimple
algebra, so it is isomorphic to a direct sum of finitely many copies of k.

Proof. By Proposition 2.2.10, End(1) is a commutative algebra, so it is suf-
ficient to show that for any a ∈ End(1) such that a2 = 0 we have a = 0. Let
J = Im(a). Then by Proposition 4.2.8 J ⊗ J = Im(a⊗ a) = Im(a2 ⊗ 1) = 0.

Now let K = Ker(a). Then by Proposition 4.2.8, K ⊗ J is the image of 1 ⊗ a
on K ⊗ 1. But since K ⊗ 1 is a subobject of 1⊗ 1, this is the same as the image
of a⊗ 1 on K ⊗ 1, which is zero. So K ⊗ J = 0.

Now tensoring the exact sequence 0→ K → 1→ J → 0 with J , and applying
the definition of a multiring category, we get that J = 0, so a = 0. �

Let {pi}i∈I be the primitive idempotents of the algebra End(1). Let 1i be the
image of pi. Then we have 1 =

⊕
i∈I 1i.

Corollary 4.3.2. In any multiring category C the unit object 1 is isomorphic
to a direct sum of pairwise non-isomorphic indecomposable objects.

Exercise 4.3.3. Prove that 1i⊗1j = 0 for i 	= j. Prove that there are canonical
isomorphisms 1i⊗1i

∼= 1i, and that each 1i has both left and right duals such that
1∗
i
∼= ∗1i

∼= 1i.

Remark 4.3.4. Let C be a multiring category and let Cij := 1i ⊗ C ⊗ 1j .

(1) We have a decomposition

(4.1) C = ⊕i,j∈I Cij .
Thus every indecomposable object of C belongs to some Cij .

(2) The tensor product maps Cij × Ckl to Cil, and it is zero unless j = k.
(3) The categories Cii are ring categories with unit objects 1i (which are tensor

categories if C is rigid).
(4) If X ∈ Cij has a left or right dual, then this dual belongs to Cji.

Definition 4.3.5. The subcategories Cij will be called the component subca-
tegories of C.

Exercise 4.3.6. Prove the statements of Remark 4.3.4.

Remark 4.3.4 motivates the terms “multiring category” and “multitensor ca-
tegory”, as such a category gives us multiple ring categories, respectively tensor
categories Cii.

Remark 4.3.7. Any multitensor category C = ⊕i,j∈ICij may be viewed as a
2-category in the following way: the objects are the elements of I, the 1-morphisms
from j to i are the categories Cij , and the 2-morphisms are the morphisms in C.

Theorem 4.3.8. (i) In a ring category with left duals, the unit object 1
is simple.

(ii) In a multiring category with left duals, the unit object 1 is semisimple,
and is a direct sum of pairwise non-isomorphic simple objects 1i.

Proof. Clearly, (i) implies (ii) (by applying (i) to the component categories
Cii). So it is enough to prove (i).
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Let X be a simple subobject of 1 (it exists, since 1 has finite length). Let

(4.2) 0 −→ X −→ 1 −→ Y −→ 0

be the corresponding exact sequence. By Proposition 4.2.9, the left dualization
functor is exact, so we get an exact sequence

(4.3) 0 −→ Y ∗ −→ 1 −→ X∗ −→ 0.

Tensoring this sequence with X on the left, we obtain

(4.4) 0 −→ X ⊗ Y ∗ −→ X −→ X ⊗X∗ −→ 0.

Since X is simple and X⊗X∗ 	= 0 (because the coevaluation morphism is nonzero)
we obtain that X ⊗ X∗ ∼= X. So we have a surjective composition morphism
1→ X ⊗X∗ → X. From this and (4.2) we have a nonzero composition morphism
1 � X ↪→ 1. Since EndC(1) = k, this morphism is a nonzero scalar, whence
X = 1. �

Corollary 4.3.9. In a ring category with left duals, the evaluation morphisms
are monomorphisms and the coevaluation morphisms are epimorphisms.

Remark 4.3.10. If C is a ring category with left duals and F : C → D is an
exact k-linear monoidal functor into a multiring category D, then F is faithful, i.e.,
a tensor functor. Indeed, let 0 	= X ∈ C. Since F is exact and coevX : 1→ X ⊗X∗

is a monomorphism, we have a monomorphism 1→ F (X)⊗ F (X∗), which implies
that F (X) 	= 0. Now, let f be a morphism in C such that F (f) = 0. Then again
by the exactness of F , we have F (Im(f)) = 0. Thus Im(f) = 0 and hence f = 0.

Exercise 4.3.11. Let C be a multiring category with left duals and let X ∈ Cij
and Y ∈ Cjk be nonzero objects.

(1) Show that X ⊗ Y 	= 0.
(2) Deduce that length(X ⊗ Y ) ≥ length(X)length(Y ).
(3) Show that if C is a ring category with left duals then an invertible object

in C is simple.
(4) Let X be an object in a multiring category with left duals such that

X ⊗X∗ ∼= 1. Show that X is invertible.

Example 4.3.12. An example of a ring category where the unit object is not
semisimple is the category C of finite dimensional representations of the quiver of
type A2. Such representations are triples (V, W, A), where V,W are finite dimen-
sional vector spaces, and A : V → W is a linear operator. The tensor product on
such triples is defined by the formula

(V, W, A)⊗ (V ′, W ′, A′) = (V ⊗ V ′, W ⊗W ′, A⊗A′),

with obvious associativity isomorphisms, and the unit object (k, k, id). Of course,
this category has neither left nor right duals.

4.4. Absence of self-extensions of the unit object

Assume that k has characteristic 0.

Theorem 4.4.1. Let C be a finite ring category over k with simple object 1.
Then Ext1(1, 1) = 0.
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Proof. Assume the contrary, and suppose that V is a nontrivial extension of
1 by itself. Let P be the projective cover of 1. Then Hom(P, V ) is a 2-dimensional
space, with a filtration induced by the filtration on V , and both quotients naturally
isomorphic to E := Hom(P,1). Let v0, v1 be a basis of Hom(P, V ) compatible to the
filtration, i.e., v0 spans the 1-dimensional subspace defined by the filtration. Let
A = End(P ) (this is a finite dimensional algebra). Let ε : A → k be the character
defined by the (right) action of A on E. Then the matrix of a ∈ A in the basis
v0, v1 has the form

(4.5) [a]1 =

(
ε(a) χ1(a)
0 ε(a)

)
where χ1 ∈ A∗ is nonzero. Since a → [a]1 is a homomorphism, χ1 is a derivation:
χ1(xy) = χ1(x)ε(y) + ε(x)χ1(y).

Now consider the representation V ⊗ V . Using the exactness of the tensor
product, we see that the space Hom(P, V ⊗ V ) is 4-dimensional, and has a 3-
step filtration, with successive quotients E,E ⊕ E,E, and basis v00; v01, v10; v11,
consistent with this filtration. The matrix of a ∈ End(P ) in this basis is

(4.6) [a]2 =

⎛⎜⎜⎝
ε(a) χ1(a) χ1(a) χ2(a)
0 ε(a) 0 χ1(a)
0 0 ε(a) χ1(a)
0 0 0 ε(a)

⎞⎟⎟⎠ .

Since a→ [a]2 is a homomorphism, we find

χ2(ab) = ε(a)χ2(b) + χ2(a)ε(b) + 2χ1(a)χ1(b), a, b ∈ A.

We can now proceed further (i.e., consider V ⊗ V ⊗ V etc.) and define for every
positive n, a linear function χn ∈ A∗ which satisfies the equation

χn(ab) =

n∑
j=0

(
n
j

)
χj(a)χn−j(b),

where χ0 = ε. Thus for any s ∈ k, we can define φs : A → k((t)) by
φs(a) =

∑
m≥0 χm(a)smtm/m! (this is where we use that k has characteristic 0)

and we find that φs is a family of pairwise distinct homomorphisms. This is a
contradiction, as A is a finite dimensional algebra and can have only finitely many
1-dimensional representations over any extension field. We are done. �

Corollary 4.4.2. If a finite ring category C over a field of characteristic zero
has a unique simple object 1, then C is equivalent to the category Vec.

Remark 4.4.3. The conclusion of Corollary 4.4.2 does not hold when the
ground field has a positive characteristic. We give a counterexample: the category
Rep(Z/pZ) over a field of characteristic p.

4.5. Grothendieck ring and Frobenius-Perron dimension

In Section 1.5 we introduced the notion of the Grothendieck group Gr(C) of a
locally finite abelian category C.
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Now let C be a multiring category over k. Let Xi, i ∈ I, be representatives of
the isomorphism classes of simple objects in C. The tensor product on C induces a
natural multiplication on Gr(C) defined by the formula

(4.7) XiXj := [Xi ⊗Xj ] =
∑
k∈I

[Xi ⊗Xj : Xk]Xk, i, j ∈ I.

Here and below, if X, Y are objects of C and Y is simple, recall that we denote
[X : Y ] the multiplicity of Y in the Jordan-Hölder series of X.

Lemma 4.5.1. The above multiplication on Gr(C) is associative.

Proof. Since the tensor product functor is exact,

[(Xi ⊗Xj)⊗Xp : Xl] =
∑
k

[Xi ⊗Xj : Xk][Xk ⊗Xp : Xl], ∀i, j, p, l.

On the other hand,

[Xi ⊗ (Xj ⊗Xp) : Xl] =
∑
k

[Xj ⊗Xp : Xk][Xi ⊗Xk : Xl].

Therefore, the associativity of the multiplication follows from the isomorphism
(Xi ⊗Xj)⊗Xp

∼= Xi ⊗ (Xj ⊗Xp). �
Thus, Gr(C) is a Z+-ring with the unit [1].

Definition 4.5.2. Gr(C) is called the Grothendieck ring of C.
Remark 4.5.3. Formula (4.7) is called the fusion rule (or fusion rules) of C

(a terminology coming from physics). We will see below that fusion rules do not
determine the tensor category C (even when C is semisimple).

Proposition 4.5.4. If C is a ring category with left duals then Gr(C) is a
transitive unital Z+-ring in the sense of Definition 3.3.1.

Proof. Recall from Theorem 4.3.8 that the unit object 1 in C is simple. So
Gr(C) is unital. This implies that for any simple objects X,Z of C, the object
X ⊗ X∗ ⊗ Z contains Z as a composition factor (as X ⊗ X∗ contains 1 as a
composition factor), so one can find a simple object Y1 occurring inX∗⊗Z such that
Z occurs in X ⊗ Y1. Similarly, the object Z ⊗X∗⊗X contains Z as a composition
factor, so one can find a simple object Y2 occurring in Z ⊗X∗ such that Z occurs
in Y2 ⊗X. Thus Gr(C) is transitive. �

In particular, Proposition 4.5.4 shows that for a ring category C with left duals,
we can talk about Frobenius-Perron dimensions of objects and regular objects, see
Section 3.3.

Example 4.5.5. Let C = Rep(G) be the category of finite dimensional repre-
sentations of a finite group G, and let A be its Grothendieck ring. Let kG denote
the regular representation of G. Then by Proposition 2.10.8, for any X,Y ∈ C

dimk Hom(X ⊗ kG, Y ) = dimk Hom(kG, ∗X ⊗ Y ) = dimk(X) dimk(Y ).

Hence, X ⊗ kG = dim(X)kG, so FPdim(X) = dimk(X) for all X, and a regular
element of A is R = kG up to scaling.

Remark 4.5.6. Let C and D be multiring categories and let F : C → D be
a quasi-tensor functor. Then F defines a homomorphism of unital Z+-rings [F ] :
Gr(C)→ Gr(D).
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Proposition 4.5.7. Let C and D be tensor categories with finitely many classes
of simple objects. If F : C → D is a quasi-tensor functor, then FPdimD(F (X)) =
FPdimC(X) for any X in C.

Proof. This follows from Proposition 3.3.13. �

Remark 4.5.8. Proposition 4.5.7 fails in the situation when C has infinitely
many classes of simple objects, see Remark 5.12.10.

Thus, we see that (multi)ring categories categorify rings (which justifies the
terminology), while quasi-tensor (in particular, tensor) functors between them cat-
egorify unital ring homomorphisms. Note that Remark 4.3.4 may be regarded as a
categorical analog of the Peirce decomposition in classical algebra.

Exercise 4.5.9. Show that an objectX of a finite tensor category C is invertible
if and only if FPdim(X) = 1.

4.6. Deligne’s tensor product of tensor categories

Let C,D be multiring categories. Recall the definition of Deligne’s tensor prod-
uct of locally finite abelian categories from Section 1.11.

Proposition 4.6.1. Deligne’s tensor product C � D is a multiring category,
which is a ring category, a multitensor category and a tensor category respectively
if so are C and D.

Proof. If C is a multiring category then the tensor product functor ⊗ : C ×
C → C extends to an exact functor TC : C � C → C, which is equipped with an
isomorphism of functors TC◦(id�TC) ∼= TC◦(TC�id) (the associativity isomorphism)
which satisfies the pentagon relation (where we regard Deligne’s tensor product as
a strictly associative operation). Thus, in the situation of the proposition, we can
define an exact functor

(TC � TD) ◦ (23) : C �D � C �D → C �D,
where (23) stands for the permutation of components 2 and 3. Now, for X,Y ∈
C � D, set X ⊗ Y := ((TC � TD) ◦ (23))(X � Y ). The associativity isomorphism
for ⊗ comes from the associativity isomorphisms for TC and TD, and it satisfies
the pentagon relation because so do the associativity isomorphisms for TC and TD.
The existence of the unit object and the unit axiom are obvious. This implies that
C �D is a multiring category, which is a ring category if (and only if) so are C and
D. If the categories C and D admit duals, then so does C �D (namely, its duality
functor is simply Deligne’s tensor product of the duality functors for C and D). The
proposition is proved. �

Corollary 4.6.2. Deligne’s tensor product of (multi)tensor categories is a
(multi)tensor category. Deligne’s tensor product of (multi)fusion categories is a
(multi)fusion category.

4.7. Quantum traces, pivotal and spherical categories

Definition 4.7.1. Let C be a rigid monoidal category, V be an object in C,
and a ∈ HomC(V, V

∗∗). Define its left categorical (or quantum) trace

(4.8) TrL(a) : 1
coevV−−−→ V ⊗ V ∗ a⊗idV ∗−−−−−→ V ∗∗ ⊗ V ∗ evV ∗−−−→ 1.
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Similarly, if a ∈ Hom(V, ∗∗V ) then we can define the right quantum trace

(4.9) TrR(a) : 1
coev∗V−−−−→ ∗V ⊗ V

id∗V ⊗a−−−−−→ ∗V ⊗ ∗∗V
ev∗∗V−−−−→ 1.

Remark 4.7.2. By definition, TrL(a), TrR(a) ∈ EndC(1). When C is a tensor

category over k, TrL(a) and TrR(a) can be regarded as elements of k.

The following proposition shows that usual linear algebra formulas hold for the
quantum trace.

Proposition 4.7.3. If a ∈ HomC(V, V
∗∗), b ∈ HomC(W, W ∗∗) then

(1) TrL(a) = TrR(a∗);

(2) TrL(a⊕ b) = TrL(a) + TrL(b) (in additive categories);

(3) TrL(a⊗ b) = TrL(a)TrL(b);

(4) If c ∈ Hom(V, V ) then TrL(ac) = TrL(c∗∗a), TrR(ac) = TrR(∗∗ca).

Equalities similar to (2) and (3) also hold for right quantum traces.

Exercise 4.7.4. Prove Proposition 4.7.3.

When C is a multitensor category, it is useful to generalize Proposition 4.7.3(2)
as follows.

Proposition 4.7.5. If a ∈ HomC(V, V
∗∗) and W ⊂ V such that a(W ) ⊂W ∗∗

then TrLV (a) = TrL(a|W )+TrL(a|V/W ). That is, TrL is additive on exact sequences.
The same statement holds for right quantum traces.

Exercise 4.7.6. Prove Proposition 4.7.5.
Hint: use the 3-step filtration on V ∗ ⊗ V induced by the exact sequence 0 →

W → V → V/W → 0.

Definition 4.7.7. Let C be a rigid monoidal category. A pivotal structure on
C is an isomorphism of monoidal functors aX : X

∼−→ X∗∗.

That is, a pivotal structure is a collection of isomorphisms aX : X
∼−→ X∗∗

natural in X and satisfying aX⊗Y = aX ⊗ aY for all objects X, Y in C.
Definition 4.7.8. A rigid monoidal category C equipped with a pivotal struc-

ture is said to be pivotal.

Exercise 4.7.9. Show that if a is a pivotal structure on C then aV ∗ = (aV )
∗−1

.
Hence, aV ∗∗ = a∗∗V .

Example 4.7.10. The categories Vec, VecG, Rep(G) have a canonical pivotal

structure coming from the natural isomorphisms of vector spaces V
∼−→ V ∗∗ for

objects V .

Let a be a pivotal structure on a rigid monoidal category C.
Definition 4.7.11. The dimension TrL of an object X with respect to a is

dima(X) = Tr(aX) ∈ EndC(1).

Thus, in a tensor category over k, dimensions are elements of k. Also, it follows
from Exercise 4.7.9 that dima(V ) = dima(V

∗∗).

Proposition 4.7.12. If C is a tensor category, then the function [X] 
→dima(X)
is a character of the Grothendieck ring Gr(C).
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Proof. Proposition 4.7.5 implies that dima is additive on exact sequences,
which means that it gives rise to a well-defined linear map from Gr(C) to k. The
fact that this map is a character follows from the obvious fact that dima(1) = 1
and Proposition 4.7.3(3). �

Corollary 4.7.13. Dimensions of objects in a pivotal finite tensor category
are algebraic integers in k 2.

Proof. This follows from the fact that a character of any ring that is finitely
generated as a Z-module takes values in algebraic integers. �

Definition 4.7.14. A pivotal structure a on a tensor category C is spherical if
dima(V ) = dima(V

∗) for any object V in C. A tensor category is spherical if it is
equipped with a spherical structure.

Since dima is additive on exact sequences, it suffices to require the property
dima(V ) = dima(V

∗) only for simple objects V .

Theorem 4.7.15. Let C be a spherical category and V be an object of C. Then
for any x ∈ HomC(V, V ) one has

TrL(aV x) = TrR(xa−1
V ).

Proof. We first note that TrR(a−1
X ) = dima(X

∗) for any object X by Propo-
sition 4.7.3(1) and Exercise 4.7.9(1). Now let us prove the proposition in the
special case when V is semisimple. Thus V =

⊕
i Yi ⊗ Vi, where Vi are vector

spaces and Yi are simple objects. Then x =
⊕

i xi ⊗ idVi
with xi ∈ Endk(Yi) and

aV =
⊕

idYi
⊗aVi

(by naturality of a). Hence

TrL(aV x) =
∑
i

Tr(xi) dim(Vi),

TrR(xa−1
V ) =

∑
i

Tr(xi) dim(V ∗
i ).

This implies the result for a semisimple V .
Consider now the general case. Then V has the socle filtration (1.10)

(4.10) 0 = V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn = V

such that Vi+1/Vi is a maximal semisimple subobject in V/Vi. This filtration is
preserved by x and by a (i.e., a : Vi → V ∗∗

i ). Since traces are additive on exact
sequences by Proposition 4.7.5, this implies that the general case of the required
statement follows from the semisimple case. �

Exercise 4.7.16. Let Aut⊗(idC) be the group of natural monoidal automor-
phisms of the identity endofunctor of C. Show that the set of isomorphism classes
of pivotal structures on C is a torsor over Aut⊗(idC), and the set of isomorphism
classes of spherical structures on C is a torsor over the subgroup Aut⊗(idC)2 in
Aut⊗(idC) of elements which have order ≤ 2 on simple objects.

2If k has positive characteristic, by an algebraic integer in k we mean an element of a finite
subfield of k.
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4.8. Semisimple multitensor categories

Let k be an algebraically closed field. In this section we will more closely
consider semisimple multitensor categories over k. They have some important
additional properties compared to the general case.

Proposition 4.8.1. Let C be a semisimple multitensor category over k and let
V be an object in C. Then ∗V ∼= V ∗. Hence, V ∼= V ∗∗.

Proof. We may assume that V is simple.
We claim that the unique simple object X such that HomC(1, V ⊗X) 	= 0 is V ∗.

Indeed, HomC(1, V ⊗X) ∼= HomC(
∗X,V ) which is nonzero if and only if ∗X ∼= V ,

i.e., X ∼= V ∗. Similarly, the unique simple object X such that HomC(V ⊗X, 1) 	= 0
is ∗V . But since C is semisimple, dimk HomC(1, V ⊗X) = dimk HomC(V ⊗X, 1),
which implies the result. �

Remark 4.8.2. The result of Proposition 4.8.1 is false without the semisim-
plicity assumption, see Example 7.19.5.

Proposition 4.8.1 gives rise to the following question.

Question 4.8.3. Does every semisimple tensor category admit a pivotal struc-
ture? A spherical structure?

This is the case for all known examples. The general answer is unknown to us at
the moment of writing (even for fusion categories over ground fields of characteristic
zero).

Proposition 4.8.4. Let C be a semisimple tensor category over k, let V be a
simple object in C and a : V

∼−→ V ∗∗ be an isomorphism. Then TrR(a) 	= 0 and

TrL(a) 	= 0 .

Proof. The trace of a is the composition 1 → V ⊗ V ∗ → 1, where both
morphisms are nonzero. If this composition is zero then there is a nonzero morphism
(V ⊗ V ∗)/1 → 1, which means that [V ⊗ V ∗ : 1] ≥ 2. Since C is semisimple, this
implies that dimk Hom(1, V ⊗ V ∗) is at least 2. Hence, dimk Hom(V, V ) ≥ 2 which
contradicts the simplicity of V . �

Remark 4.8.5. The above result is false for non-semisimple categories over
fields of positive characteristic. For example, let C = Repk(GLp(Fp)), the represen-
tation category of the group GLp(Fp) over a field k of characteristic p. Let V be
the p-dimensional vector representation of GLp(Fp) (which is clearly irreducible).
Let a : V → V ∗∗ be the identity map. Then Tr(a) = dimk(V ) = p = 0 in k.

A counterexample in characteristic 0 is the vector representation of the Lie
superalgebra gl(n|n), or the Steinberg representation (irreducible of dimension p)
of the small quantum group uq(sl2), where q is a root of unity of order p (see
Chapter 5).

4.9. Grothendieck rings of semisimple tensor categories

Proposition 4.9.1. If C is a semisimple multitensor category then Gr(C) is a
based ring. If C is a semisimple tensor category then Gr(C) is a unital based ring.
If C is a (multi)fusion category, then Gr(C) is a (multi)fusion ring.
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Proof. The Z+-basis in Gr(C) consists of the isomorphism classes of simple
objects of C. The set I0 consists of the classes of simple subobjects of 1. The
involution ∗ is the duality map (by Proposition 4.8.1, it does not matter whether to
use left or right duality). This implies the first two statements. The last statement
is clear. �

Remark 4.9.2. The conclusion of Proposition 4.9.1 fails for non-semisimple
tensor categories. This happens because axiom (3.2) in the definition of a based
ring fails, i.e., one can have [X ⊗X∗ : 1] > 1 for a simple object X. E.g., we saw
in Example 3.1.9(v) that this is the case when X is the 2-dimensional irreducible
representation of the group S3 over a field of characteristic 2.

Example 4.9.3. Let C be the category of finite dimensional representations of
the Lie algebra sl2(C). Then the simple objects of this category are irreducible rep-
resentations Vm of dimension m+ 1 for m = 0, 1, 2, . . . ; V0 = 1. The Grothendieck
ring of C is determined by the Clebsch-Gordan rule, cf. (3.4):

(4.11) Vi ⊗ Vj =

min(i,j)⊕
l=0

Vi+j−2l.

The duality map on this ring is the identity.

Let C be a semisimple multitensor category with simple objects {Xi}i∈I . Let
I0 be the subset of I such that 1 = ⊕i∈I0 Xi. Let H l

ij := Hom(Xl, Xi ⊗ Xj) (if

Xp ∈ Cij with p ∈ I and i, j ∈ I0, we will identify the spaces Hp
pj and Hp

ip with k

using the left and right unit morphisms).
We have Xi ⊗Xj =

⊕
l H

l
ij ⊗Xl. Hence,

(Xi1 ⊗Xi2)⊗Xi3
∼=

⊕
i4

⊕
j

Hj
i1i2
⊗Hi4

ji3
⊗Xi4

Xi1 ⊗ (Xi2 ⊗Xi3)
∼=

⊕
i4

⊕
l

Hi4
i1l
⊗H l

i2i3 ⊗Xi4 .

Thus the associativity constraint reduces to a collection of linear isomorphisms

(4.12) Φi4
i1i2i3

:
⊕
j

Hj
i1i2
⊗Hi4

ji3
∼=
⊕
l

Hi4
i1l
⊗H l

i2i3 .

The matrix blocks of these isomorphisms,

(4.13) (Φi4
i1i2i3

)jl : H
j
i1i2
⊗Hi4

ji3
→ Hi4

i1l
⊗H l

i2i3

are called 6j-symbols because they depend on six indices.

Example 4.9.4. Let C be the category of finite dimensional representations
of the Lie algebra sl2(C). Then the spaces H l

ij are 0- or 1-dimensional. In fact,

it is obvious from the Clebsch-Gordan rule that the map (Φi4
i1i2i3

)jl is a map be-
tween nonzero (i.e., 1-dimensional) spaces if and only if the numbers i1, i2, i3, i4, j, l
are edge lengths of a tetrahedron with faces corresponding to the four H-spaces
(i1i2j, ji3i4,i1li4, i2i3l, such that the perimeter of every face is even (this tetra-
hedron is allowed to be in Euclidean 3-space, the Euclidean plane, or hyperbolic
3-space, so the only conditions are the triangle inequalities on the faces). In this
case, the 6j-symbol can be regarded as a number, provided we choose a basis vector
in every nonzero H l

ij . Under an appropriate normalization of basis vectors these
numbers are the Racah coefficients or classical 6j-symbols.
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Exercise 4.9.5. Write down explicitly the relation on 6j-symbols coming
from the pentagon identity. If C = Rep(sl2(C)) this relation is called the Elliott-
Biedenharn relation.

Exercise 4.9.6. More generally, if C = Rep(Uq(sl2)), where q is not a root of

unity (see Section 5.6 below), then the numbers (Φi4
i1i2i3

)jl are called the q-Racah
coefficients or the quantum 6j-symbols.

Further, the evaluation and coevaluation maps define elements

(4.14) αij ∈ (Hj
ii∗)

∗ and βij ∈ Hj
ii∗ , j ∈ I0.

Now the axioms of a rigid monoidal category, i.e., the triangle and pentagon
identities and the rigidity axioms translate into non-linear algebraic equations with
respect to the 6j-symbols (Φi4

i1i2i3
)jl and vectors αij , βij .

4.10. Categorification of based rings

Proposition 4.9.1 gives rise to the following general question of categorification
of based rings, which is one of the main problems in the structure theory of tensor
categories.

Definition 4.10.1. Given a based ring R, its categorification over k is a mul-
tifusion category over k together with an isomorphism of based rings R

∼−→ Gr(C).

Remark 4.10.2. We use the word “categorification” in a very narrow sense
suitable for our book, and there are many other meanings of this word in the
literature.

How can one find all possible categorifications (up to equivalence of multitensor
categories) of a given based ring R?

It is clear from the discussion of 6j-symbols in Section 4.9 that this problem is
equivalent to finding all solutions of the system of algebraic equations coming from
the axioms of the rigid monoidal category modulo the group of automorphisms of
the spaces Hk

ij (“gauge transformations”). In general, this problem is very difficult
because the system of equations involved is nonlinear, contains many unknowns
and is usually over-determined. In particular, it is not clear a priori whether for a
given R this system has at least one solution, and if it does, how many solutions
are there, e.g., whether the set of these solutions is finite. It is therefore amazing
that the theory of tensor categories allows one to solve the categorification problem
in a number of nontrivial cases.

Here is the simplest result in this direction.
Let ZG be the unital based group ring of a group G, with basis {g | g ∈ G}

and involution g∗ = g−1, see Example 3.1.9(ii).

Proposition 4.10.3. The categorifications of ZG are VecωG, and they are para-
metrized by H3(G, k×).

Proof. This follows from the results of Section 2.6. �

Remark 4.10.4. The tensor equivalence classes of categories VecωG are parame-
trized by H3(G, k×)/Out(G), where Out(G) is the group of outer automorphisms
of G.
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Example 4.10.5. (Tambara-Yamagami fusion rings) Let G be a finite group,
and TYG be an extension of the unital based ring ZG:

TYG := ZG⊕ ZX,

where X is a new basis vector with gX = Xg = X, X2 =
∑

g∈G g. This is a fusion

ring with X∗ = X. It is easy to see that FPdim(g) = 1, FPdim(X) = |G|1/2. It is
possible to show that these rings are categorifiable if and only if G is abelian, and
such categorifications are parametrized by symmetric isomorphisms G ∼= G∨ and a
choice of sign.

Example 4.10.6. (Verlinde rings for sl2). Let k be a non-negative integer.
Define a unital Z+-ring Verk = Verk(sl2) with basis Vi, i = 0, ..., k (V0 = 1), with
duality given by V ∗

i = Vi and multiplication given by the truncated Clebsch-Gordan
rule:

(4.15) ViVj =

min(i, j)∑
l=max(i+j−k, 0)

Vi+j−2l.

It other words, one computes the product by the usual Clebsch-Gordan rule, and
then deletes the terms that are not defined (Vi with i > k) and also their mirror
images with respect to the point k + 1. We will later see that this ring admits
categorifications coming from quantum groups at roots of unity.

Note that Ver0 = Z, Ver1 = Z[Z2], Ver2 = TYZ2
. The latter is the Ising fusion

ring from Example 3.1.9(viii).

Exercise 4.10.7. Show that FPdim(Vj) = [j + 1]q := qj+1−q−j−1

q−q−1 , where

q = e
πi

k+2 .

Note that the Verlinde ring has a subring Ver0k spanned by Vj with even j.
If k = 3, this ring has basis 1, X = V2 with X2 = X + 1, X∗ = X. This is the
Yang-Lee fusion ring from Example 3.1.9(vii). In the Yang-Lee ring, FPdim(X) is

the golden ratio 1+
√
5

2 .
Note that one can define the generalized Yang-Lee fusion rings Y Ln n ∈ Z+,

with basis 1, X, multiplication X2 = 1 + nX and duality X∗ = X. It is, however,
shown in [Os2] that these rings are not categorifiable over C when n > 1.

Remark 4.10.8. It is tempting to say that any Z+-ring R has a canonical cate-
gorification over any field k: one can take the skeletal semisimple category C = CR
over k whose Grothendieck group is R, define the tensor product functor on C ac-
cording to the multiplication in R, and then “define” the associativity isomorphism
to be the identity (which appears to make sense because the category is skeletal,
and therefore by the associativity of R one has (X ⊗ Y ) ⊗ Z = X ⊗ (Y ⊗ Z)).
However, a more careful consideration shows that this approach does not actually
work. Namely, such “associativity isomorphism” fails to be functorial with respect
to morphisms; in other words, if g : Y → Y is a morphism, then (idX ⊗g)⊗ idZ is
not always equal to idX ⊗(g ⊗ idZ).

To demonstrate this explicitly, denote the simple objects of the category C by
Xi, i = 1, ..., r, and let Xi ⊗ Xj = ⊕lN

l
ijXl. Take X = Xi, Y = mXj , and
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Z = Xl; then g is an m-by-m matrix over k. The algebra End((X ⊗ Y ) ⊗ Z) =
End(X ⊗ (Y ⊗ Z)) is equal to ⊕s Matmns

(k), where

ns =
∑
p

Np
ijN

s
pl =

∑
q

Ns
iqN

q
jl,

and in this algebra we have

(idX ⊗g)⊗ idZ =
r⊕

p=1

idNp
ij
⊗g ⊗ idNs

pl
,

idX ⊗(g ⊗ idZ) =

r⊕
q=1

idNs
iq
⊗g ⊗ idNq

jl
.

We see that these two matrices are, in general, different, which shows that the
identity “associativity isomorphism” is not natural.

4.11. Tensor subcategories

Definition 4.11.1. A (multi)tensor subcategory in a (multi)tensor category
D is a full subcategory C ⊂ D which is closed under taking subquotients, tensor
products, and duality (in particular, contains the unit object of C).

Exercise 4.11.2. (i) Let G be a group and let C = VecωG be the category
of G-graded vector spaces with the associativity constraint defined by a
3-cocycle ω ∈ Z3(G, k×). Show that tensor subcategories of C are in
bijection with subgroups of G. Namely, the subcategory corresponding to
a subgroup H ⊂ G consists of vector spaces supported on H.

(ii) Let G be a finite group and suppose that k is algebraically closed of
characteristic 0. Show that tensor subcategories of Rep(G) are in bijection
with normal subgroups N ⊂ G. Namely, the subcategory corresponding
to a normal subgroup N ⊂ G consists of representations of G trivial on
N and, hence, is equivalent to Rep(G/N).

Let C be a fusion category and A = Gr(C) ⊗Z C. We extend the involution
X 
→ X∗ to A by anti-linearity. Let l : A → C be the linear functional such that
l([X]) = dimC HomC(1, X) for any X ∈ C. Then (A, ∗) is a ∗-algebra and l : A→ C

is a positive trace.

Lemma 4.11.3. Let C be a fusion category. For any simple object X in C there
exists a positive integer N such that HomC(1, X

⊗N ) 	= 0.

Proof. It is obvious that [X] ∈ Gr(C) ⊂ Gr(C) ⊗Z C is not nilpotent. So the
result follows from Lemma 3.7.6. �

Corollary 4.11.4. Let D 	= 0 be a full abelian subcategory of a fusion category
C which is closed under subquotients and tensor products. Then D contains the unit
object 1 and is rigid, i.e., is a tensor subcategory of C.

Proof. Let X be a simple object in D. Then X⊗n ∈ D for all n ≥ 1. For N
as in Lemma 4.11.3 we get Hom(1, X⊗N ) 	= 0, hence Hom(X∗, X⊗N−1) 	= 0. So
1, X∗ ∈ D, as desired. �

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



4.12. CHEVALLEY PROPERTY OF TENSOR CATEGORIES 81

4.12. Chevalley property of tensor categories

Theorem 4.12.1. (Chevalley) Let k be a field of characteristic zero. Then the
tensor product of two simple finite dimensional representations of any group or Lie
algebra over k is semisimple.

Proof. Let V be a finite dimensional vector space over a field k (of any char-
acteristic), and G ⊂ GL(V ) be a Zariski closed subgroup.

Lemma 4.12.2. If V is a completely reducible representation of G, then G is
reductive.

Proof. Let V be a nonzero rational representation of an affine algebraic group
G. Let U be the unipotent radical of G. Let V U ⊂ V be the subspace of invariants.
Since U is a normal subgroup, V U is a subrepresentation. Since U is unipotent,
V U 	= 0. So if V is irreducible, then V U = V , i.e., U acts trivially. Thus, U acts
trivially on any completely reducible representation of G. So if V is completely
reducible and G ⊂ GL(V ), then U = 1 and hence G is reductive. �

Now let G be any group, and V,W be two finite dimensional irreducible repre-
sentations of G. Let GV , GW be the Zariski closures of the images of G in GL(V )
and GL(W ), respectively. Then by Lemma 4.12.2, GV , GW are reductive. Let
GVW be the Zariski closure of the image of G in GV ×GW . Let U be the unipotent
radical of GVW . Let pV : GVW → GV , pW : GVW → GW be the projections.
Since pV is surjective, pV (U) is a normal unipotent subgroup of GV , so pV (U) = 1.
Similarly, pW (U) = 1. So U = 1, and GVW is reductive.

Let G′
VW be the closure of the image of G in GL(V ⊗W ). Then G′

VW is a
quotient of GVW , so it is also reductive. Since char(k) = 0, this implies that the
representation V ⊗W is completely reducible as a representation of G′

VW , hence
of G.

This proves Chevalley’s theorem for groups. The proof for Lie algebras is
similar. �

Definition 4.12.3. A tensor category C is said to have the Chevalley property
if the category C0 of semisimple objects of C is a tensor subcategory.

Thus, Chevalley’s theorem says that the category of finite dimensional repre-
sentations of any group or Lie algebra over a field of characteristic zero has the
Chevalley property.

Proposition 4.12.4. A tensor category in which every simple object is invert-
ible has the Chevalley property.

Proof. Obvious. �
Remark 4.12.5. Tensor categories in which all simple objects are invertible

are called pointed, see Section 5.11.

Recall from Section 1.13 that for any objectX in a locally finite abelian category
we denote by Lw(X) the Loewy length of X.

Let C0 ⊂ C1 ⊂ · · · be the socle filtration of C, see Definition 1.13.2.

Proposition 4.12.6. In a tensor category with the Chevalley property,

(4.16) Lw(X ⊗ Y ) ≤ Lw(X) + Lw(Y )− 1.

Thus Ci ⊗ Cj ⊂ Ci+j.
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Proof. Let X(i), 0 ≤ i ≤ m, Y (j), 0 ≤ j ≤ n, be the successive quotients
of the socle filtrations of X,Y . Then Z := X ⊗ Y has a filtration with successive
quotients Z(r) = ⊕i+j=rX(i) ⊗ Y (j), 0 ≤ r ≤ m + n. Because of the Chevalley
property, these quotients are semisimple. This implies the statement. �

Remark 4.12.7. It is clear that the converse to Proposition 4.12.6 holds as
well: equation (4.16) (for simple X and Y ) implies the Chevalley property.

Exercise 4.12.8. Let k be a field of characteristic p, and let G be a finite
group. Show that the category Repk(G) has the Chevalley property if and only if
G has a normal p-Sylow subgroup.

4.13. Groupoids

The most basic examples of multitensor categories arise from groupoids. Recall
that a groupoid is a small category where all morphisms are isomorphisms. Thus,
a groupoid G entails a set X of objects of G and a set G of morphisms of G, the
source and target maps s, t : G→ X, the composition map μ : G×X G→ G (where
the fibered product is defined using s in the first factor and t in the second factor),
the unit morphism map u : X → G, and the inversion map i : G → G satisfying
certain natural axioms.

Here are some examples of groupoids.

(1) Any group G is a groupoid G with a single object whose set of morphisms
to itself is G.

(2) Let X be a set and let G = X ×X. Then the product groupoid G(X) :=
(X,G) is a groupoid in which s is the first projection, t is the second
projection, u is the diagonal map, and i is the permutation of factors. In
this groupoid for any x, y ∈ X there is a unique morphism from x to y.

(3) A more interesting example is the transformation groupoid T (G,X) arising
from the action of a group G on a set X. The set of objects of T (G,X)
is X, and arrows correspond to triples (g, x, y) where y = gx with an
obvious composition law. In other words, the set of morphisms is G×X
and s(g, x) = x, t(g, x) = gx, u(x) = (1, x), i(g, x) = (g−1, gx).

Let G = (X,G, μ, s, t, u, i) be a groupoid whose set of objects X is finite and let
C(G) be the category of finite dimensional vector spaces graded by the set G of
morphisms of G, i.e., vector spaces of the form V = ⊕g∈G Vg. Introduce a tensor
product on C(G) by the formula

(4.17) (V ⊗W )g =
⊕

(g1,g2):g1g2=g

Vg1 ⊗Wg2 .

Then C(G) is a multitensor category. The unit object is 1 = ⊕x∈X 1x, where 1x is
a 1-dimensional vector space which sits in degree idx in G. The left and right duals
are defined by (V ∗)g = (∗V )g = Vg−1 .

We invite the reader to check that the component subcategories C(G)xy are the
categories of vector spaces graded by Mor(y, x).

We see that C(G) is a tensor category if and only if G is a group, which is the
case of VecG already considered in Example 2.3.6. Note also that if X = {1, ..., n}
then C(G(X)) is naturally equivalent to Matn(Vec), see Example 4.1.3.
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Exercise 4.13.1. Let Ci be isomorphism classes of objects in a finite groupoid
G, ni = |Ci|, xi ∈ Ci be representatives of Ci, and Gi = Aut(xi) be the corre-
sponding automorphism groups. Show that C(G) is (non-canonically) monoidally
equivalent to

⊕
i Matni

(VecGi
).

Remark 4.13.2. The condition of local finiteness in Definition 4.1.1 is not
superfluous: there exists a rigid monoidal k-linear abelian category with bilinear
tensor product which contains objects of infinite length. An example of such a
category is the category C of Jacobi matrices of finite dimensional vector spaces.
Namely, the objects of C are semi-infinite matrices V = {Vij}i,j∈Z+

of finite di-
mensional vector spaces Vij with finitely many nonzero diagonals, and morphisms
are matrices of linear maps. The tensor product in this category is defined by the
formula

(4.18) (V ⊗W )il =
∑
j

Vij ⊗Wjl,

and the unit object 1 is defined by the condition 1ij = kδij . The left and right
duality functors coincide and are given by the formula

(4.19) (V ∗)ij = (Vji)
∗.

The evaluation map is the direct sum of the canonical maps V ∗
ij ⊗ Vij → 1jj , and

the coevaluation map is a direct sum of the canonical maps 1ii → Vij ⊗ V ∗
ij .

Note that the category C is a subcategory of the category C̃ of G(Z+)-graded
vector spaces with finite dimensional homogeneous components. Note also that the
category C̃ is not closed under the tensor product defined by (4.18) but the category
C is.

Exercise 4.13.3. (1) Show that if X is a finite set then the group of
invertible objects of the category C(G(X)) is isomorphic to Aut(X) (the
group of permutations of X).

(2) Let C be the category of Jacobi matrices of vector spaces from Exam-
ple 4.13.2. Show that the statement of Exercise 4.3.11(d) fails for C. Thus
the finite length condition is important in Exercise 4.3.11.

4.14. The adjoint subcategory and universal grading

In this section we extend the definitions and results of Section 3.6 to tensor
categories.

Definition 4.14.1. A Serre subcategory of an abelian category C is a full sub-
category S such that for all short exact sequences

0→ X → Y → Z → 0

in C, the object Y belongs to S if and only if both X and Z do.

It follows that a Serre subcategory contains an objectX if and only if it contains
all Jordan-Hölder composition factors of X. Thus, Serre subcategories of C are in
bijection with subsets of the set of isomorphism classes of simple objects of C.

A grading of a tensor category C by a group G is a decomposition

C =
⊕
g∈G

Cg,
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where Cg ⊂ C, g ∈ G, are abelian subcategories, such that the tensor product ⊗
maps Cg × Ch to Cgh. The subcategory C1 is a tensor subcategory; it is called the
trivial component of the grading. In this case we also say that C is an extension of
C1.

A grading is said to be trivial if C1 = C. It is said to be faithful if Cg 	= 0 for all
g ∈ G. For any two faithful gradings of C there is a common refinement, so there
exists a universal grading of C.

Clearly, gradings of C are in bijection with gradings of its Grothendieck ring
Gr(C).

The following definition is a direct analog of Definition 3.6.5.

Definition 4.14.2. The group corresponding to the universal grading of C will
be called the universal grading group and denoted by UC.

Proposition 4.14.3. The group Aut⊗(idC) of tensor automorphisms of the
identity functor idC is canonically isomorphic to Hom(UC , k

×).

Proof. The homomorphism fψ∈Hom(UC , k
×) corresponding to ψ∈Aut⊗(idC)

is defined as follows: assigning to a simple X ∈ C the element ψX ∈ Aut(X) = k×,
one gets a grading of C by k×, which defines a homomorphism fψ : UC → k× by
the universality of UC . It is easy to check that the assignment ψ 
→ fψ is a group
isomorphism. �

Remark 4.14.4. The universal grading of C is faithful.

Recall that the notion of the adjoint subring of a based ring was introduced in
Section 3.6.

Let C be a semisimple tensor category and let Gr(C) be its Grothendieck based
ring. Let Gr(C)ad be the adjoint based subring of Gr(C), see Definition 3.6.1.

Definition 4.14.5. The adjoint subcategory of C is the tensor Serre subcategory
Cad ⊂ C generated by objects from Gr(C)ad. Equivalently, Cad is the smallest tensor
Serre subcategory of C containing all objects X ⊗X∗, X ∈ O(C).

It is clear from the results of Section 3.6 that Cad is the trivial component of
the universal grading of C.

Example 4.14.6. Let G be a finite group and let C = Rep(G) be the category
of finite dimensional representations of G. Then Cad = Rep(G/Z(G)), where Z(G)
is the center of G. Similarly, if G is a complex reductive algebraic group and
C = Rep(G), then Cad = Rep(Gad), where Gad = G/Z(G) is the adjoint group of
G. This justifies our terminology.

Proposition 4.14.7. There is a one-to-one correspondence between Serre ten-
sor subcategories D ⊂ C containing Cad and subgroups G ⊂ UC, namely

D 
→ GD := {g ∈ UC | D ∩ Cg 	= 0}, G 
→ DG :=
⊕
g∈G

Cg.

Proof. This follows from the fact that C = ⊕g∈UCCg, where C1 = Cad, and
Gr(Cg) are indecomposable Gr(C1)-modules. �

Let D ⊂ C be a tensor subcategory. Among all gradings of C trivial on D
there is a universal one, namely, the grading by UC/G, where G ⊂ UC is the
normal subgroup generated by the image of UD under the natural homomorphism
UD → UC .
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Corollary 4.14.8. There is a one-to-one correspondence between equivalence
classes of faithful gradings of C and Serre tensor subcategories D ⊂ C containing
Cad such that the subgroup GD ⊂ UC is normal. Namely, one associates to D the
universal grading of C trivial on D; one associates to a grading its trivial component.

Proof. For every normal subgroup G ⊂ UC the homomorphism UC → UC/G
gives a faithful grading of C by UC/G. By the universality of the gradingO(C)→ UC ,
one thus gets a one-to-one correspondence between normal subgroups of UC and
equivalence classes of faithful gradings of C. Now use Proposition 4.14.7. �

Remark 4.14.9. If the Grothendieck ring of C is commutative (e.g., if C is
braided, see Section 8 for definition) then UC is abelian. So in this case the normality
condition in Corollary 4.14.8 holds automatically.

Recall that the notion of commutator of a subring of a based ring was introduced
in Definition 3.6.9.

Definition 4.14.10. Let C be a tensor category. Suppose that the Grothendieck
ring of C is commutative. Let K be a Serre tensor subcategory of C. The commu-
tator of K is the Serre tensor subcategory Kco ⊂ C generated by all simple objects
X ∈ C such that X ⊗X∗ ∈ K.

Equivalently, Kco is the biggest Serre tensor subcategory R ⊂ C such that
Rad ⊂ K. We have (Kco)ad ⊂ K ⊂ (Kad)

co.

Remark 4.14.11. We have Gr(Kco) = Gr(K)co.
Let

C =
⊕
g∈G

Cg

be a tensor category faithfully graded by a group G. By Theorem 3.5.2 the
Frobenius-Perron dimensions of components Cg are equal for all g ∈ G.

For a tensor category C we define C(0) = C, C(1) = Cad, and C(n) = (C(n−1))ad
for every integer n ≥ 1.

Definition 4.14.12. The non-increasing sequence of tensor subcategories of C
(4.20) C = C(0) ⊇ C(1) ⊇ · · · ⊇ C(n) ⊇ · · ·
will be called the upper central series of C.

Example 4.14.13. For every group H let Z(H) denote its center. Let G be a
finite group and C = Rep(G). Let

{1} = C0(G) ⊆ C1(G) ⊆ · · · ⊆ Cn(G) ⊆ · · ·
be the upper central series of G; i.e., C0(G) := {1}, C1(G) := Z(G) and for n ≥
1 the subgroup Cn(G) is defined by Cn(G)/Cn−1(G) = Z(G/Cn−1(G)). Then
C(n) = Rep(G/Cn(G)), so that our definition of the upper central series agrees with
the classical one.

Definition 4.14.14. A tensor category C is nilpotent if its upper central series
converges to Vec; i.e., C(n) = Vec for some n. The smallest such n is called the
nilpotency class of C.

Remark 4.14.15. A tensor category C is nilpotent if and only if its Grothen-
dieck ring Gr(C) is nilpotent in the sense of Definition 3.6.8.

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



86 4. TENSOR CATEGORIES

Remark 4.14.16. A tensor category C is nilpotent if and only if there is a
sequence of Serre tensor subcategories

C0 = Vec � C1 � · · · � CN = C

such that for each i = 1, . . . , N the category Ci has faithful grading by a group Gi

with the trivial component Ci−1. We say that C is cyclically nilpotent if each Gi is
a cyclic group.

Remark 4.14.17. Let G be a finite group and C = Rep(G). Then C is nilpotent
if and only if G is nilpotent.

Exercise 4.14.18. Let C be a nilpotent tensor category.

(i) Show that every Serre tensor subcategory E ⊂ C is nilpotent.
(ii) Show that if F : C → D is a surjective tensor functor, then D is nilpotent.

4.15. Equivariantization of tensor categories

Recall that in Section 2.7 we introduced the notions of a group action and
equivariantization in the setting of monoidal categories.

For a multitensor category C we will denote by Aut⊗(C) the monoidal category
of tensor autoequivalences of C.

As in Section 2.7 for a group G we denote by Cat(G) the monoidal category
whose objects are elements of G, the only morphisms are the identities, and the
tensor product is given by multiplication in G.

Definition 4.15.1. An action of a group G on a multitensor category C is a
monoidal functor

(4.21) Cat(G)→ Aut⊗(C).

The category CG of G-equivariant objects in C (see Definition 2.7.2) is a multi-
tensor category. It is tensor if and only if C is tensor. The forgetful functor CG → C
is a tensor functor. If k is an algebraically closed field of characteristic 0 and C is
a fusion category then so is CG.

Example 4.15.2. Let C = Vec be the trivial fusion category. Every group G has
a unique action on Vec, namely the trivial action. We claim that VecG ∼= Rep(G),
the category of representations of G. Indeed, a G-equivariant object in Vec is a
vector space V together with a collection of automorphisms ug : V � V, g ∈ G,
satisfying compatibility conditions (2.7.2). These conditions say precisely that the
assignment g 
→ ug is a representation of G.

Exercise 4.15.3. This is a generalization of Example 4.15.2. Let N be a
normal subgroup of a group G. Show that the quotient group G/N acts on Rep(N)
and Rep(N)G/N ∼= Rep(G).

Example 4.15.4. Let G be a finite group. It acts on the category VecG of
G-graded vector spaces by conjugation. The resulting equivariantization VecGG is
the Drinfeld center of VecG, see Definition 7.13.1.

Definition 4.15.5. Let G be a finite group acting on a tensor category C. A
crossed product category C � G is defined as follows. We set C � G = C � VecG as
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an abelian category (here � denotes Deligne’s tensor product of abelian categories)
and define a tensor product by

(4.22) (X � g)⊗ (Y � h) := (X ⊗ Tg(Y )) � gh, X, Y ∈ C, g, h ∈ G.

The unit object is 1� e and the associativity and unit constraints come from those
of C.

Note that C � G is a G-graded tensor category,

C � G =
⊕
g∈G

(C � G)g, where (C � G)g = C ⊗ (1 � g).

In particular, C � G contains C = C ⊗ (1 � e) as a tensor subcategory.

Example 4.15.6. For the trivial action of G on Vec we have Vec�G = VecG.

Remark 4.15.7. We will see later that the equivariantization category CG and
the crossed product C � G are related to each other by a certain form of duality,
see Example 7.12.19.

Remark 4.15.8. Let X be a simple object of C and GX ⊂ G the stabilizer of
its isomorphism class. We have a central extension 1 → k× → G̃X → GX → 1,
where G̃X is the set of pairs consisting of an element h ∈ GX and an isomorphism
Th(X)

∼−→ X. (Here h 
→ Th denotes the action.) The set of isomorphism classes
of simple objects of CG whose image under the forgetful functor CG → C contains
X is in natural bijection with the set Irr1(G̃X) of irreducible finite dimensional

representations of G̃X such that each λ ∈ k× ⊂ G̃X acts as multiplication by λ.

Proposition 4.15.9. If C is a tensor category and Y is the object of CG cor-
responding to V ∈ Irr1(G̃X) as above then

(4.23) FPdim(Y ) = dimk(V ) · [G : GX ] · FPdim(X).

Proof. Let Forg : CG → C denote the canonical forgetful tensor functor.
The stated bijection is defined by restricting the equivariant structure of Y ∈ CG
such that X ⊂ Forg(Y ) to V := HomC(X, Forg(Y )). Equation (4.23) follows from
the formula FPdim(Y ) = FPdim(Forg(Y )), which is a consequence of Proposition
4.5.7. �

4.16. Multitensor categories over arbitrary fields

We have developed the theory of multitensor categories over an algebraically
closed field, but the definition of a (finite) (multi)tensor and (multi)fusion category
actually makes sense over any field k. For instance, if G is a finite group, then the
category of finite dimensional representations of G over k is a tensor category over
k.

Moreover, if k ⊂ k′ is a field extension, and C is a locally finite abelian category
over k, then we can naturally define the extension of scalars – the locally finite
abelian category C′ := C ⊗k k′ over k′ (which is (multi)tensor if so was C), such
that every object X of C gives rise to an object X ′ := X⊗kk

′ of C′. This procedure,
however, is less innocent than one might think: for instance, for a simple object
X of C, the object X ′ may not be simple (e.g., take X to be the 2-dimensional
rotation representation of Z/3Z over k = R, and k′ = C).

One defines C to be split if X ′ is simple for any simple X (for any choice of
k′). This is equivalent to saying that End(X) ∼= k for any simple X. For example,
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the category of representations of a finite group G over k is split if and only if all
irreducible G-modules over k are defined over k.

If C is a (multi)fusion category over any field k then the Grothendieck ring of
C is a weak (multi)fusion ring (see Section 3.8); namely, if bi is the class of a simple
object Xi then numbers di = τ (bib

∗
i ) equal dimDi, where Di := End(Xi). This

gives rise to the problem of categorification of a given weak fusion ring R over a
given field k. This problem is quite nontrivial, and even for simplest weak fusion
rings leads to the study of torsion in the Brauer group of k. It is discussed in the
paper [EtG10]. For example, it is shown in [EtG10] that the fusion ring with
basis 1 and b with b2 = n · 1, n ≥ 1, is categorifiable over a field of characteristic
zero if and only if n = 4m for a non-negative integer m, but over a global field and
over R, only n = 1 and n = 4 are possible.

Finally, note that a split (multi)fusion category can be defined over any com-
mutative ring k (not necessarily a field). We leave it to the reader to give a precise
definition, and just note that the monoidal structure of such a category is deter-
mined by a collection of isomorphisms (4.12) for Hm

ij = kNm
ij , Nm

ij ≥ 0, which satisfy
the pentagon relation, and the evaluation and coevaluation morphisms are defined
similarly.
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4.1. Tensor categories with a commutativity isomorphism were first considered
by Saavedra Rivano in [Sa] and later by Deligne and Milne in [DelM]. General
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1980s, with the advent of quantum groups, quantum knot invariants, and conformal
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Kirillov [BakK], Kassel [Kas], Turaev [Tu4] and the paper by Moore and Seiberg
[MooS1]. The term “multifusion category” appears in [ENO2] and “multitensor
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sition 2.1.8). Proposition 4.2.12 is a slightly more general version of Kazhdan and
Lusztig [KazL5], Corollary 2 (p.441), see also [EtO1], Proposition 2.1.

4.3. Theorem 4.3.8 is due to Deligne and Milne, [DelM], Proposition 1.17. The
decomposition of a multitensor category into component categories is considered in
[ENO2, EtO1].

4.4. The results on absence of self-extensions are taken from [EtO1] (see The-
orem 2.17).

4.5. The material on Grothendieck rings and Frobenius-Perron dimensions (in
particular, Proposition 4.5.7) is taken from [EtO1], see also [E].

4.6. This section is just the explanation that Deligne’s tensor product (defined
in [De1]) of (multi)tensor categories is itself a (multi)tensor category.

4.7. The notions of pivotal and spherical categories and quantum traces are
discussed in Barrett and Westbury [BarW]. In the setting of ribbon categories,
these notions are considered earlier by Reshetikhin and Turaev in [RT1, RT2].
See also the paper by Müger [Mu2] for a review of these notions.

4.8. Proposition 4.8.1 is taken from [Os1]. Proposition 4.8.4 is taken from
[BakK].

4.9. For classical and quantum 6j-symbols see the books by Carter, Flath, and
Saito [CarFS] and Biedenharn and Louck [BiL].

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



4.17. BIBLIOGRAPHICAL NOTES 89

4.10. The notion of categorification was first suggested by Crane and Frenkel in
[CraF]. Tambara-Yamagami fusion rings and their categorifications are considered
in [TaY]. On Verlinde rings and their categorifications see [BakK].
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also the reviews by Brown [Bro] and Weinstein [Wein].
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CHAPTER 5

Representation categories of Hopf algebras

5.1. Fiber functors

Let C be a ring category over a field k.

Definition 5.1.1. A quasi-fiber functor on C is an exact faithful functor

F : C → Vec

from C to the category of finite dimensional k-vector spaces, such that F (1) = k,
equipped with a natural isomorphism

J : F (X)⊗ F (Y )→ F (X ⊗ Y ), X, Y ∈ C.
If in addition J is a tensor structure (i.e., satisfies axioms in Definition 2.4.1), one
says that F is a fiber functor.

In other words, a (quasi-)fiber functor is a (quasi-)tensor functor to the category
of vector spaces.

Let G be a group.

Example 5.1.2. The forgetful functors VecG → Vec and Rep(G) → Vec are
fiber functors.

Example 5.1.3. Let ω ∈ Z3(G, k×) be a cohomologically non-trivial 3-cocycle.
The forgetful functor VecωG → Vec is quasi-fiber, for any choice of the isomorphism
J . It follows from the results of Section 2.6 that VecωG does not admit a fiber
functor.

Example 5.1.4. The functor Loc(X) → Vec on the category of local systems
of finite dimensional k-vector spaces on a connected topological space X which
attaches to a local system E its fiber Ex at a point x ∈ X is a fiber functor, which
justifies the terminology. (Note that if X is Hausdorff, then this functor can be
identified with the above mentioned forgetful functor Rep(π1(X, x))→ Vec).

5.2. Bialgebras

Let C be a finite ring category and let F : C → Vec be a fiber functor with the
tensor functor structure JXY : F (X) ⊗ F (Y ) → F (X ⊗ Y ), X, Y ∈ C. Consider
the algebra H := End(F ). This algebra has two additional structures: a comultipli-
cation (or coproduct) Δ : H → H ⊗H and a counit ε : H → k defined as follows.
Let

α : End(F )⊗ End(F )
∼−→ End(F � F ),

where F �F : C�C → Vec is Deligne’s tensor product of functors, see Section 1.11,
denote the natural isomorphism. The comultiplication is defined by the formula

Δ(a) = α−1(Δ̃(a)),
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92 5. REPRESENTATION CATEGORIES OF HOPF ALGEBRAS

where Δ̃(a) ∈ End(F � F ) is given by

Δ̃(a)X,Y = J−1
X,Y aX⊗Y JX,Y ,

and the counit is defined by the formula

ε(a) = a1 ∈ k.

Theorem 5.2.1. Let H = End(F ) be as above.

(i) The algebra H is a coalgebra with comultiplication Δ and counit ε.
(ii) The maps Δ and ε are unital algebra homomorphisms.

Proof. The coassociativity of Δ follows from axiom (2.23) of a monoidal func-
tor. The counit axiom follows from (2.25) and (2.26). Finally, observe that for all
η, ν ∈ End(F ) the images under α of both Δ(η)Δ(ν) and Δ(ην) have components
J−1
X,Y (ην)X⊗Y JX,Y ; hence, Δ is an algebra homomorphism (which is obviously uni-

tal). The fact that ε is a unital algebra homomorphism is clear. �

Definition 5.2.2. An algebra H equipped with a comultiplication Δ and a
counit ε satisfying properties (i),(ii) of Theorem 5.2.1 is called a bialgebra. A
homomorphism of bialgebras is a unital algebra homomorphism between bialgebras
which preserves the coproduct and counit.

Thus, Theorem 5.2.1 claims that the algebra H = End(F ) has a natural struc-
ture of a bialgebra.

Now let H be any bialgebra (not necessarily finite dimensional). Then the
category Rep(H) of representations (i.e., left modules) of H and its subcategory
Rep(H) of finite dimensional representations of H are naturally monoidal categories
(and the same applies to right modules). Indeed, one can define the tensor product
of two H-modules X,Y to be the usual tensor product of vector spaces X⊗Y , with
the action of H defined by the formula

ρX⊗Y (a) = (ρX ⊗ ρY )(Δ(a)), a ∈ H

(where ρX : H → End(X), ρY : H → End(Y )), the associativity isomorphism to
be the obvious one, and the unit object to be the 1-dimensional space k with
the action of H given by the counit, a → ε(a). Moreover, the forgetful functor
Forget : Rep(H)→ Vec is a fiber functor.

Thus, one has the following theorem.

Theorem 5.2.3. The assignments

(5.1) (C, F ) 
→ H = End(F ), H 
→ (Rep(H), Forget)

are mutually inverse bijections between (1) finite ring categories C with a fiber func-
tor F : C → Vec, up to tensor equivalence and isomorphism of tensor functors and
(2) isomorphism classes of finite dimensional bialgebras H over k.

Proof. Straightforward from the above. �

Theorem 5.2.3 is called the reconstruction theorem for finite dimensional bial-
gebras (as it reconstructs the bialgebra H from the category of its modules using a
fiber functor).
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Remark 5.2.4. Below we will prove a number of versions of this theorem, which
apply to ring categories with additional structures and/or properties. All of these
theorems admit a stronger “categorical” version. Namely, to give a stronger version
of Theorem 5.2.3, let Fbialg be the category of finite dimensional bialgebras over
k (with morphisms being isomorphisms), and let FRCF be the category of finite
ring categories with a fiber functor, with morphisms being isomorphism classes of
equivalences compatible with fiber functors. Then the stronger form of Theorem
5.2.3 says that the functor Rep : Fbialg→ FRCF, H 
→ Rep(H), is an equivalence.
This follows from our arguments in the same way as Theorem 5.2.3.

We will not formulate such categorical versions for the other reconstruction
theorems below, and leave this to the reader.

Exercise 5.2.5. Show that the axioms of a bialgebra are self-dual in the follow-
ing sense: if H is a finite dimensional bialgebra with multiplication μ : H⊗H → H,
unit i : k → H, comultiplication Δ : H → H ⊗H and counit ε : H → k, then H∗

is also a bialgebra, with the multiplication Δ∗, unit ε∗, comultiplication μ∗, and
counit i∗.

Exercise 5.2.6. (i) Let G be a finite monoid, and C = VecG. Let F :
C → Vec be the forgetful functor. Show that H = End(F ) is the bialgebra
Fun(G, k) of k-valued functions on G, with comultiplication

Δ(f)(x, y) = f(xy), x, y ∈ G,

where we identify H ⊗H with Fun(G×G, k), and counit ε(f) = f(1).
(ii) Show that Fun(G, k)∗ = kG, the monoid algebra of G (with basis G and

product x · y = xy), with coproduct Δ(x) = x ⊗ x, and counit ε(x) = 1,
x ∈ G. Note that the bialgebra kG may be defined for any G (not
necessarily finite).

Exercise 5.2.7. Let H be a k-algebra, C = Rep(H) be the category of H-
modules, and F : C → Vec be the forgetful functor (we do not assume finite
dimensionality). Assume that C is a k-linear abelian monoidal category with a
bilinear and biexact tensor product, and that F is a tensor functor. Show that
this endows H with the structure of a bialgebra, such that F defines a monoidal
equivalence C → Rep(H).

Note that not only modules, but also comodules over a bialgebra H form a
monoidal category. Indeed, for a finite dimensional bialgebra, this is clear, as right
(respectively, left) modules over H is the same thing as left (respectively, right)
comodules over H∗. In general, if X,Y are, say, right H-comodules, then the right
comodule X⊗Y is the usual tensor product of X,Y with the coaction map defined
as follows: if x ∈ X, y ∈ Y , πX(x) =

∑
xi ⊗ ai, πY (y) =

∑
yj ⊗ bj , then

πX⊗Y (x⊗ y) =
∑

xi ⊗ yj ⊗ aibj .

For a bialgebra H, the monoidal category of right H-comodules will be denoted by
H − comod, and the subcategory of finite dimensional comodules by H − comod.

5.3. Hopf algebras

In the next few sections, we will review some of the most important basic results
about bialgebras and Hopf algebras.
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94 5. REPRESENTATION CATEGORIES OF HOPF ALGEBRAS

Let us now consider the additional structure on the bialgebra H = End(F ) from
the previous section in the case when the category C has left duals. In this case,
one can define a linear map S : H → H by the formula

S(a)X = a∗X∗ ,

where we use the natural identification of F (X)∗ with F (X∗) (see Exercise 2.10.6).

Proposition 5.3.1. (“The antipode axiom.”) Let μ : H⊗H → H and i : k→
H be the multiplication and the unit maps of H. Then

(5.2) μ ◦ (id⊗S) ◦Δ = i ◦ ε = μ ◦ (S ⊗ id) ◦Δ
as maps H → H.

Proof. For any b ∈ End(F ⊗ F ) the linear map μ ◦ (id⊗S)(α−1(b))X , X ∈ C
is given by
(5.3)

F (X)
coevF (X)−−−−−→ F (X)⊗F (X)∗⊗F (X)

bX,X∗
−−−−→ F (X)⊗F (X)∗⊗F (X)

evF (X)−−−−→ F (X),

where we suppress the identity isomorphisms, the associativity constraint, and the
isomorphism F (X)∗ ∼= F (X∗). Indeed, it suffices to check (5.3) for b = η⊗ν, where
η, ν ∈ H, which is straightforward.

Now the first equality of the proposition follows from the commutativity of the
diagram

(5.4) F (X)
coevF (X)

��

id

��

F (X)⊗ F (X)∗ ⊗ F (X)

JX,X∗

��

F (X)
F (coevX)

��

η1

��

F (X ⊗X∗)⊗ F (X)

ηX⊗X∗

��

F (X)
F (coevX)

��

id

��

F (X ⊗X∗)⊗ F (X)

J−1
X,X∗

��

F (X) F (X)⊗ F (X)∗ ⊗ F (X),
evF (X)

��

for any η ∈ End(F ).
Namely, the commutativity of the upper and the lower squares follows from

the fact that upon identification of F (X)∗ with F (X∗), the morphisms evF (X) and
coevF (X) are given by the diagrams of Exercise 2.10.6. The middle square commutes
by the naturality of η. The composition of left vertical arrows gives ε(η) idF (X),
while the composition of the top, right, and bottom arrows gives μ◦ (id⊗S)◦Δ(η).

The second equality is proved similarly. �
Definition 5.3.2. An antipode on a bialgebra H is a linear map S : H → H

which satisfies the equalities of Proposition 5.3.1.

Exercise 5.3.3. Show that the antipode axiom is self-dual in the following
sense: if H is a finite dimensional bialgebra with antipode SH , then the dual
bialgebra H∗ from Example 5.2.5 also admits an antipode SH∗ = S∗

H .

Exercise 5.3.4. Let H be a bialgebra (not necessarily finite dimensional).
Show that the finite dual H∗

fin (see Definition 1.12.1) is a bialgebra.
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The following is a “linear algebra” analog of the fact that the left dual, when
it exists, is unique up to a unique isomorphism.

Proposition 5.3.5. An antipode on a bialgebra H is unique if exists.

Proof. The proof essentially repeats the proof of uniqueness of left dual, cf.
Proposition 2.10.5. Let S, S′ be two antipodes for H. Then

S = μ ◦ (S ⊗ [μ ◦ (id⊗S′) ◦Δ]) ◦Δ
= μ ◦ (id⊗μ) ◦ (S ⊗ id⊗S′) ◦ (id⊗Δ) ◦Δ
= μ ◦ (μ⊗ id) ◦ (S ⊗ id⊗S′) ◦ (Δ⊗ id) ◦Δ
= μ ◦ ([μ ◦ (S ⊗ id) ◦Δ]⊗ S′) ◦Δ = S′,

where we used the antipode properties (5.2) of S and S′, associativity of μ, and
coassociativity of Δ. �

Proposition 5.3.6. If S is an antipode on a bialgebra H then S is an antiho-
momorphism of algebras with unit and of coalgebras with counit.

Proof. Let

(Δ⊗ id) ◦Δ(a) = (id⊗Δ) ◦Δ(a) =
∑
i

a1i ⊗ a2i ⊗ a3i ,

(Δ⊗ id) ◦Δ(b) = (id⊗Δ) ◦Δ(b) =
∑
j

b1j ⊗ b2j ⊗ b3j .

Then using the definition of the antipode, we have

S(ab) =
∑
i

S(a1i b)a
2
iS(a

3
i ) =

∑
i,j

S(a1i b
1
j )a

2
i b

2
jS(b

3
j)S(a

3
i ) = S(b)S(a).

Thus S is an antihomomorphism of algebras (which is obviously unital). The fact
that it is an antihomomorphism of coalgebras then follows using the self-duality of
the axioms (see Exercises 5.2.5, 5.3.3), or can be shown independently by a similar
argument. �

Corollary 5.3.7. (i) If H is a bialgebra with an antipode S, then the
category C = Rep(H) has left duals. Namely, for any object X, the left
dual X∗ is the usual dual space of X, with action of H given by

ρX∗(a) = ρX(S(a))∗, a ∈ H,

and the usual evaluation and coevaluation morphisms of the category Vec.
(ii) If in addition S is invertible, then C also admits right duals, i.e., is rigid

(in other words, C is a tensor category). Namely, for any object X, the
right dual ∗X is the usual dual space of X, with action of H given by

ρ∗X(a) = ρX(S−1(a))∗,

and the usual evaluation and coevaluation morphisms of the category Vec.

Proof. Part (i) follows from the antipode axiom and Proposition 5.3.6. Part
(ii) follows from part (i) and the fact that the operation of taking the left dual is
inverse to the operation of taking the right dual. �
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Remark 5.3.8. A similar statement holds for finite dimensional comodules.
Namely, if X is a finite dimensional right comodule over a bialgebra H with an
antipode, then the left dual is the dual vector space X∗ with the coaction defined
by

(πX∗(f), x⊗ φ) := ((id⊗S)(πX(x)), f ⊗ φ),

x ∈ X, f ∈ X∗, φ ∈ H∗. If S is invertible, then the right dual ∗X is defined by the
same formula with S replaced by S−1.

Remark 5.3.9. The fact that S is an antihomomorphism of coalgebras is the
“linear algebra” version of the categorical fact that dualization changes the order
of tensor product (Proposition 2.10.7(ii)).

Definition 5.3.10. A bialgebra equipped with an invertible antipode S is
called a Hopf algebra.

Remark 5.3.11. We note that many authors use the term “Hopf algebra” for
any bialgebra with an antipode (not necessarily invertible).

Thus, Corollary 5.3.7 states that if H is a Hopf algebra then Rep(H) is a tensor
category. So, we get the following reconstruction theorem for finite dimensional
Hopf algebras.

Theorem 5.3.12. The assignments

(5.5) (C, F ) 
→ H = End(F ), H 
→ (Rep(H), Forget)

are mutually inverse bijections between (1) equivalence classes of finite tensor cate-
gories C with a fiber functor F , up to tensor equivalence and isomorphism of tensor
functors, and (2) isomorphism classes of finite dimensional Hopf algebras over k.

Proof. Straightforward from the above. �

Exercise 5.3.13. The bialgebra of functions Fun(G, k) on a finite monoid G
from Exercise 5.2.6(i) is a Hopf algebra if and only if G is a group. In this case, the
antipode is given by the formula S(f)(x) = f(x−1), x ∈ G.

More generally, if G is an affine algebraic group over k, or still more generally
an affine group scheme, then the algebra O(G) of regular functions on G is a Hopf
algebra, with the comultiplication, counit, and antipode defined as in the finite
case.

Similarly, kG is a Hopf algebra if and only if G is a group, with S(x) = x−1,
x ∈ G.

Exercise 5.3.14. Show that if g is a grouplike element of a Hopf algebra H
(see Definition 1.9.7), then g is invertible, with g−1 = S(g). Also, show that the
product of two grouplike elements is grouplike. In particular, grouplike elements of
any Hopf algebra H form a group, denoted G(H). Show that G(H) can also be
defined as the group of isomorphism classes of 1-dimensional H-comodules under
tensor multiplication.

Proposition 5.3.15. If H is a finite dimensional bialgebra with an antipode
S, then S is invertible, so H is a Hopf algebra.

Proof. Let Hn be the image of Sn. Since S is an antihomomorphism of
algebras and coalgebras, Hn is a sub-bialgebra of H. Let m be the smallest n such
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that Hn = Hn+1 (it exists because H is finite dimensional). We need to show that
m = 0. If not, we can assume that m = 1 by replacing H with Hm−1.

We have a map S′ : H1 → H1 inverse to S|H1
. For a ∈ H, let the triple

coproduct of a be

(Δ⊗ id)(Δ(a)) =
∑
i

a1i ⊗ a2i ⊗ a3i .

Consider the element

b =
∑
i

S′(S(a1i ))S(a
2
i )a

3
i .

On the one hand, collapsing the last two factors using the antipode axiom, we have
b = S′(S(a)). On the other hand, writing b as

b =
∑
i

S′(S(a1i ))S(S
′(S(a2i )))a

3
i

and collapsing the first two factors using the antipode axiom, we get b = a. Thus
a = S′(S(a)) and thus a ∈ H1, so H = H1, a contradiction. �

Remark 5.3.16. Proposition 5.3.15 is a special case of Proposition 4.2.10.

Exercise 5.3.17. Let (H, μ, i,Δ, ε, S) be a Hopf algebra with the multipli-
cation μ, the unit i, the comultiplication Δ, the counit ε, and the antipode S. Let
μop and Δop be obtained from μ and Δ by permutation of components.

(i) Show that

Hop := (H, μop, i,Δ, ε, S−1),(5.6)

Hcop := (H, μ, i, Δop, ε, S−1),(5.7)

Hcop
op := (H, μop, i, Δop, ε, S)(5.8)

are Hopf algebras. Show that H is isomorphic to Hcop
op , and Hop to Hcop.

Deduce that Rep(Hop) ∼= Rep(H)op, where Rep(H)op is the category op-
posite to Rep(H), see Definition 2.1.5.

(ii) Suppose that a bialgebra H is a commutative (μ = μop) or cocommutative
(Δ = Δop). Let S be an antipode on H. Show that S2 = idH .

Definition 5.3.18. The Hopf algebras (or bialgebras) in (5.6) and (5.7) will
be called the opposite and co-opposite Hopf algebras (or bialgebras) of H.

Exercise 5.3.19. Show that if A,B are bialgebras, bialgebras with antipode,
or Hopf algebras, then so is the tensor product A⊗B.

5.4. Reconstruction theory in the infinite setting

In this section we would like to generalize the reconstruction theory to the
situation when the category C is not assumed to be finite.

Let C be a ring category over k. Then the coalgebra Coend(F ) (defined in
Section 1.10) also carries a multiplication and unit, dual to the comultiplication and
counit of End(F ). More precisely, since End(F ) may now be infinite dimensional,
the algebra End(F ⊗ F ) is in general isomorphic not to the usual tensor product
End(F ) ⊗ End(F ), but rather to its completion End(F )⊗̂End(F ) with respect to
the inverse limit topology. Thus, the comultiplication of End(F ) is a continuous
linear map Δ : End(F ) → End(F )⊗̂End(F ). The dual Δ∗ of this map defines a
multiplication on Coend(F ).
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If C has left duals, the bialgebra Coend(F ) acquires an antipode, defined in
the same way as in the finite dimensional case. This antipode is invertible if there
are also right duals (i.e., if C is rigid). Thus, Theorem 1.10.1 implies the following
“infinite” extensions of the reconstruction theorems.

Theorem 5.4.1. The assignments

(5.9) (C, F ) 
→ H = Coend(F ), H 
→ (H − Comod,Forget)

are mutually inverse bijections between the following pairs of sets:

(1) ring categories C over k with a fiber functor F , up to tensor equivalence
and isomorphism of tensor functors, and bialgebras over k, up to isomor-
phism;

(2) ring categories C over k with left duals with a fiber functor F , up to tensor
equivalence and isomorphism of tensor functors, and bialgebras over k

with an antipode, up to isomorphism;
(3) tensor categories C over k with a fiber functor F , up to tensor equivalence

and isomorphism of tensor functors, and Hopf algebras over k, up to
isomorphism.

Remark 5.4.2. This theorem allows one to give a categorical proof of Propo-
sition 5.3.5, deducing it from the fact that a left dual, when it exists, is unique up
to a unique isomorphism.

Remark 5.4.3. Corollary 5.3.15 is not true, in general, in the infinite dimen-
sional case: there exist bialgebras H with a non-invertible antipode S, see [Tak1].
Therefore, there exist ring categories with simple object 1 and left duals that do
not have right duals, i.e., are not tensor categories (namely, H − comod).

Reconstruction theory was first developed by T. Tannaka and M. Krein ([Tan],
[Kr]) for compact topological groups, to reconstruct such a group from the category
of its representations; it was a nonabelian analog of Pontryagin’s duality and is
called the Tannaka-Krein duality. Later this duality was adapted by P. Cartier
and Grothendieck’s school to algebraic groups, which led to creation of the theory
of Tannakian categories (see [Car1] and [Sa, DelM]). The following example
summarizes some of the main results of this theory, and explains how to use this
theory to define various completions of an abstract group.

Example 5.4.4. (i) Let C be the category of algebraic representations
of an affine algebraic (or, more generally, proalgebraic) group G over k.
Let F : C → Vec be the forgetful functor. Then it is easy to check that
Coend(F ) = O(G), the Hopf algebra of regular functions on G. More
generally, the same holds for affine group schemes.

(ii) Let C be the category of finite dimensional representations over k of any
(discrete) group G, and let the functor F be as in (i). It is easy to check

that Coend(F ) is a commutative Hopf algebra. So Coend(F ) = O(Ĝalg),

where Ĝalg = SpecCoend(F ) is a certain proalgebraic group canonically
attached to G (its closed points are characters of the algebra Coend(F )).

The group Ĝalg is called the proalgebraic completion of G.
(iii) Let G be as in (ii), char(k) = 0, and C be the category of semisimple finite

dimensional representations of G. By Chevalley’s theorem, C is a tensor
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category. In this case, SpecCoend(F ) = Ĝred, the proreductive completion
of G.

(iv) Let char(k) = 0, and C be the category of triangular representations
of G, i.e., finite dimensional representations whose composition factors

are 1-dimensional. Then SpecCoend(F ) = Ĝsolv, called the prosolvable
completion of G.

(v) Let C be the category of unipotent representations of G, i.e., finite di-
mensional representations whose composition factors are trivial. Then

SpecCoend(F ) = Ĝunip, called the prounipotent completion of G.
(vi) Let C be the category of finite dimensional representations of G which

factor through a finite group. Then SpecCoend(F ) = Ĝfin, called the
profinite completion of G.

Note that all the completions Ĝ∗ defined above are equipped with

a canonical homomorphism ξ : G → Ĝ∗, since every g ∈ G acts as an

automorphism of F . Moreover, the group Ĝ∗ is an inverse limit of alge-
braic groups, so it carries an inverse limit topology (where the topology

on honest algebraic groups is discrete), and the image of ξ is dense in Ĝ∗
in this topology.

We note, however, that the map ξ need not be injective. For exam-
ple, if G has no nontrivial finite dimensional representations (e.g., G is

a finitely generated infinite simple group1) then C = Vec, and Ĝ∗ is the
trivial group.

(vii) Let g be a Lie algebra over a field of characteristic zero (not necessarily
finite dimensional). Similarly to (ii)-(vi), one can define the completions
ĝalg, ĝred, ĝtr, ĝunip, which are proalgebraic groups defined using the ca-
tegories of all, semisimple, triangular, and unipotent finite dimensional
representations of g.

5.5. More examples of Hopf algebras

Let us give a few more examples of Hopf algebras. As we have seen, to define
a Hopf algebra, it suffices to give an associative unital algebra H, and define a
coproduct on generators of H (this determines a Hopf algebra structure on H
uniquely if it exists). This is what we’ll do in the examples below.

Example 5.5.1. (Enveloping algebras) Let g be a Lie algebra, and letH = U(g)
be the universal enveloping algebra of g. Define the coproduct on H by setting
Δ(x) = x⊗ 1+1⊗x for all x ∈ g. It is easy to show that this extends to the whole
H, and that H equipped with this Δ is a Hopf algebra. Moreover, it is easy to see
that the tensor category Rep(H) is equivalent to the tensor category Rep(g).

This example motivates the following definition.

Definition 5.5.2. An element x of a bialgebra H is called primitive if
Δ(x) = x⊗ 1 + 1⊗ x. The space of primitive elements of H is denoted Prim(H).

In the notation of Section 1.9 we have Prim(H) = Prim1,1(H).

1A finitely generated infinite simple group G cannot have nontrivial finite dimensional rep-
resentations over any field. Indeed, otherwise G would be a linear group, and a finitely generated
linear group is known to be residually finite.
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Exercise 5.5.3. (i) Show that Prim(H) is a Lie algebra under the com-
mutator.

(ii) Show that if x is a primitive element then ε(x) = 0, and in presence of an
antipode S(x) = −x.

Let V be a vector space, and SV be the symmetric algebra of V . Then SV
is a Hopf algebra (namely, it is the universal enveloping algebra of the abelian Lie
algebra V ).

Proposition 5.5.4. Let k have characteristic zero.

(i) One has Prim(SV ) = V .
(ii) Let g be a Lie algebra over k. Then Prim(U(g)) = g.

Proof. (i) It suffices to assume that V is finite dimensional. Then an element
P ∈ SV is a polynomial on V ∗, and Δ(P ) is the polynomial P (x+ y) on V ∗ × V ∗.
Thus, P is primitive if and only if P (x+ y) = P (x) + P (y). If this equation holds,
then by setting x = y = 0 we see that P (0) = 0; moreover replacing y with ty and
tending t to zero, we get that ∂yP is independent of x. This implies that P is a
homogeneous linear function, i.e., an element of V .

(ii) Consider the symmetrization map s : Sg→ U(g) defined by the formula

x1 ⊗ ...⊗ xn 
→
1

n!

∑
σ∈Sn

xσ(1)...xσ(n).

It is easy to see that this map is an isomorphism of coalgebras. Thus, it suffices to
prove the statement when g is commutative, which is part (i). �

Remark 5.5.5. Note that this proposition fails in characteristic p. Indeed, the
element xp is primitive in SV , where V is 1-dimensional and spanned by x. The
proof fails because in characteristic p, derivative being constant does not imply that
a polynomial is linear.

Example 5.5.6. (Taft algebras) Let q be a primitive n-th root of unity in k

(n ≥ 2). Let H be the algebra (of dimension n2) generated over k by g and x
satisfying the following relations: gn = 1, xn = 0 and gxg−1 = qx. Define the
coproduct on H by Δ(g) = g ⊗ g, Δ(x) = x ⊗ g + 1 ⊗ x. It is easy to show that
this extends to a Hopf algebra structure on H. This Hopf algebra H is called the
Taft algebra. For n = 2, one obtains the Sweedler Hopf algebra of dimension 4.
Note that H is neither commutative nor cocommutative, and S2 	= 1 on H (as
S2(x) = qx).

Note that the skew-primitive element x in Example 5.5.6 is nontrivial, i.e., it
is not a difference of two grouplike elements, cf. Remark 1.9.11.

Exercise 5.5.7. Let x be a (g, h)-skew-primitive element in a Hopf algebra H
(see Definition 1.9.10).

(i) Show that ε(x) = 0, S(x) = −g−1xh−1.
(ii) Show that if a, b ∈ H are grouplike elements, then axb is an (agb, ahb)-

skew-primitive element.

Example 5.5.8. (Nichols Hopf algebras of dimension 2n+1) Let H = C[Z/2Z]�
∧(x1, ..., xn), where the generator g of Z/2Z acts on xi by gxig

−1 = −xi. Define
the coproduct on H by making g grouplike, and setting Δ(xi) := xi ⊗ g + 1 ⊗ xi
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(so xi are skew-primitive elements). Then H is a Hopf algebra of dimension 2n+1.
For n = 1, H is the Sweedler Hopf algebra from the previous example.

Exercise 5.5.9. Show that the Hopf algebras of Examples 5.5.1, 5.5.6, and
5.5.8 are well defined.

Exercise 5.5.10. (Semidirect product Hopf algebras) Let H be a Hopf algebra,
and G a group of automorphisms of H. Let A be the semidirect product H � kG.

(i) Show that A admits a unique structure of a Hopf algebra in which kG
and H are Hopf subalgebras.

(ii) Show that the action of G on H induces an action of G on Rep(H) such
that Rep(A) = Rep(H)G, see Section 4.15.

5.6. The quantum group Uq(sl2)

Let us consider the Lie algebra sl2. Recall that there is a basis h, e, f ∈ sl2

such that

(5.10) [h, e] = 2e, [h, f ] = −2f, [e, f ] = h.

This motivates the following definition.

Definition 5.6.1. Let q ∈ k×, q 	= ±1. The quantum group Uq(sl2) is gener-
ated by elements E,F and an invertible element K with defining relations

(5.11) KEK−1 = q2E, KFK−1 = q−2F, [E, F ] =
K −K−1

q − q−1
.

Theorem 5.6.2. There exists a unique Hopf algebra structure on Uq(sl2), given
by

Δ(K) = K ⊗K,

Δ(E) = E ⊗K + 1⊗ E,

Δ(F ) = F ⊗ 1 +K−1 ⊗ F,

with

ε(K) = 1, ε(E) = ε(F ) = 0, S(K) = K−1, S(E) = −EK−1, S(F ) = −KF.

Thus, K is a grouplike element and E, F are skew-primitive elements.

Exercise 5.6.3. Prove Theorem 5.6.2.

There are also several versions of quantum sl2 with the number q being replaced
by a variable v. Namely, first of all, one can use the above definition (with q replaced
by v) to define a Hopf algebra U rat

v (sl2) over the field k(v) of rational functions of v.
Secondly, we have two important k[v, v−1]-lattices (or orders) in this Hopf algebra
– the De Concini-Kac quantum group UDK

v (sl2) and the Lusztig quantum group
UL
v (sl2).

Namely, UDK
v (sl2) is the k[v, v−1]-subalgebra of U rat

v (sl2) generated by
K±1, E, F .

To define UL
v (sl2), we need the following definition.

Definition 5.6.4. The q-analog of n is

[n]q =
qn − q−n

q − q−1
.
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The q-analog of the factorial is

[n]q! =

n∏
l=1

[l]q =
(q − q−1) · · · (qn − q−n)

(q − q−1)n
.

Now, UL
v (sl2) is the k[v, v−1]-subalgebra of U rat

v (sl2) generated by K±1 and

the divided powers E(n) := En

[n]v!
and F (n) = Fn

[n]v!
, n ≥ 1.

It is easy to check that both UDK
v (sl2) and UL

v (sl2) are closed with respect
to the coproduct, counit, and antipode, i.e., they are Hopf algebras over k[v, v−1].
Moreover, we have a tautological inclusion UDK

v (sl2) → UL
v (sl2). Note also that

for any q ∈ k×, Uq(sl2) = UDK
v (sl2)/(v − q).

Remark 5.6.5. Heuristically, K = qh, and thus

lim
q→1

K −K−1

q − q−1
= h.

So in the limit q → 1, the relations of Uq(sl2) degenerate into the relations of U(sl2),
and thus Uq(sl2) should be viewed as a Hopf algebra deformation of the enveloping
algebra U(sl2). In fact, one can make this heuristic idea into a precise statement,
see e.g. [Kas].

If q is a root of unity, then one can define three interesting versions of quantum
sl2 with parameter q. Assume for simplicity that the order of q is an odd number
� ≥ 3. Then, first of all, we have the De Concini-Kac quantum group Uq(sl2) =
UDK
q (sl2), already defined above. Secondly, we have the Lusztig quantum group

with divided powers, UL
q (sl2) = UL

v (sl2)/(v− q). And finally, we can define a finite
dimensional version of quantum sl2. Namely, let uq(sl2) be the quotient of Uq(sl2)
by the additional relations

E� = F � = K� − 1 = 0.

Then it is easy to show that uq(sl2) is a Hopf algebra (with the coproduct inherited
from Uq(sl2)). This Hopf algebra is called the small quantum group attached to sl2.
We have dimk(uq(sl2)) = �3.

We have a chain of Hopf algebra maps UDK
q (sl2)→ uq(sl2)→ UL

q (sl2), whose

composition is the reduction to v = q of the inclusion UDK
v (sl2) → UL

v (sl2). But
this reduction itself is not an inclusion, since it factors through a finite dimensional
Hopf algebra.

Also, one may consider the quotient H of UL
q (sl2) by the relations E = F =

0,K = 1. One may show that H is isomorphic to the ordinary enveloping algebra
U(sl2), generated by e = E(�) and f = F (�). Thus, we have a surjective Hopf
algebra homomorphism Fq : UL

q (sl2)→ U(sl2), called the quantum Frobenius map.

The above constructions make sense if k is any commutative ring. In particular,
we can take k = Z. This allows one to define the above quantum groups over the
Laurent polynomial ring Z[v, v−1] and the cyclotomic ring Z[q]. The latter allows
us to reduce to positive characteristic. Namely, assume that � is a prime. Then
there is a natural homomorphism Z[q] → F�, sending q to 1. So we can tensor the
small quantum group with F� using this homomorphism. Then we get:

uL
q (sl2)⊗Z[q] F� = U res(sl2)
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where the superscripts res stands for the restricted enveloping algebra of sl2 over
F� (i.e., the quotient of the usual enveloping algebra by the ideal generated by
E�, F �, H� −H).

Similarly, reductions modulo � of the quantum groups UDK
q (sl2) and UL

q (sl2)
in an appropriate sense give the ordinary enveloping algebra of sl2, respectively the
enveloping algebra of sl2 with divided powers, and the quantum Frobenius map
reduces to the ordinary Frobenius map on the enveloping algebra with divided
powers (dual to the Frobenius map on the corresponding group SL2), see Remark
5.8.7.

5.7. The quantum group Uq(g)

The example of the previous section can be generalized to the case of any finite
dimensional simple Lie algebra. Namely, let g be a simple Lie algebra of rank r,
and let A = (aij), i, j = 1, ..., r, be its Cartan matrix. Recall that there exist
unique relatively prime positive integers di, i = 1, . . . r such that diaij = djaji. Let
q ∈ k×, qi := qdi , and suppose that qi 	= ±1.

Definition 5.7.1. The quantum group Uq(g) is generated by elements Ei, Fi

and invertible elements Ki, i = 1, ..., r, with defining relations

(5.12) KiKj = KjKi, KiEjK
−1
i = q

aij

i Ej , KiFjK
−1
i = q

−aij

i Fj ,

(5.13) [Ei, Fj ] = δij
Ki −Ki

qi − q−1
i

,

and the q-Serre relations:

(5.14)

1−aij∑
l=0

(−1)l
[l]qi ![1− aij − l]qi !

E
1−aij−l
i EjE

l
i = 0, i 	= j

and

(5.15)

1−aij∑
l=0

(−1)l
[l]qi ![1− aij − l]qi !

F
1−aij−l
i FjF

l
i = 0, i 	= j.

More generally, the same definition can be made for any symmetrizable Kac-
Moody algebra g.

Theorem 5.7.2. (see e.g. [ChP]) There exists a unique Hopf algebra structure
on Uq(g), given by

• Δ(Ki) = Ki ⊗Ki;
• Δ(Ei) = Ei ⊗Ki + 1⊗ Ei;
• Δ(Fi) = Fi ⊗ 1 +K−1

i ⊗ Fi.
• ε(Ki) = 1, ε(Ei) = ε(Fi) = 0,
• S(Ki) = K−1

i , S(Ei) = −EiK
−1
i , S(Fi) = −KiFi.

Remark 5.7.3. Similarly to the case of sl2, in the limit q → 1, these relations
degenerate into the relations for U(g), so Uq(g) should be viewed as a Hopf algebra
deformation of the enveloping algebra U(g).

Remark 5.7.4. Similarly to the case of sl2 one can define the quantum group
U rat
v (g) over k(q), the De Concini-Kac and Lusztig forms UDK

v (g), UL
v (g) over

k[v, v−1], the corresponding specialized versions UDK
q (g), UL

q (g) at v = q, and the
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small quantum group uq(g) at an �-th root of unity of dimension �dim(g). Moreover,
these algebras reduce to the usual, divided power, and restricted enveloping algebras
in positive characteristic, respectively. The details of these constructions are rather
involved, and we refer the reader to the book [Lus5] for details.

5.8. Representations of quantum groups
and quantum function algebras

Suppose that q is not a root of unity, and consider the representation theory
of Uq(sl2). Given an integer λ, we can define the Verma module Mλ generated
by the vector vλ with defining relations Evλ = 0, Kvλ = qλvλ. This module has
a basis vλ, Fvλ, F

2vλ, .... It is easy to show that Mλ is irreducible if and only if
λ /∈ Z+. If λ ∈ Z+ then Mλ has a submodule Jλ spanned by F jvλ for j > λ, and
the quotient Vλ = Mλ/Jλ is irreducible, of dimension λ+1. The representations Vλ

are deformations of finite dimensional representations of sl2, and thus they satisfy
the Clebsch-Gordan rule:

(5.16) Vi ⊗ Vj =

min(i,j)∑
l=0

Vi+j−2l.

Thus, we have a semisimple tensor category with simple objects Vi (V0 = 1), which
categorifies the Clebsch-Gordan unital based ring (for any q which is not a root of
unity).

In a similar way, if g is a simple Lie algebra, and λ is an integral weight, then we
can define the Verma module Mλ over Uq(g) generated by vλ with relations Eivλ =

0, Kivλ = q(λ,α
∨
i )vλ, where α

∨
i are the simple coroots. Then, if λ is dominant, then

Mλ has a maximal proper submodule Jλ generated by the vectors F
(λ,α∨

i )+1
i vλ, and

Mλ/Jλ = Vλ is a finite dimensional irreducible representation. The representations
Vλ have characters given by the classical Weyl character formula for g. They span
a semisimple tensor category, whose fusion rules are the same as for the category
Rep(g).

Remark 5.8.1. Unlike the case of the Lie algebra sl2, for Uq(sl2) it is not
quite true that the representations Vλ exhaust all the irreducible finite dimensional
representations. However, this statement is almost true, in the following sense:
any finite dimensional irreducible representation is a tensor product of Vλ with a
1-dimensional representation, and there are two 1-dimensional representations: the
trivial one and χ given by χ(E) = χ(F ) = 0, χ(K) = −1.

A similar statement holds for any simple Lie algebra g. In this case, there are
2r 1-dimensional representations, which map Ei and Fi to zero and Ki to signs εi.

Representations Vλ are called representations of type I (they correspond to the
case when εi = 1 for all i).

Exercise 5.8.2. (i) Prove that for Uq(sl2), Mλ has a basis F ivλ, i ≥ 0. Deduce
from this the Poincare-Birkhoff-Witt theorem for Uq(sl2): the elements F iKjEr,
i, r ≥ 0, j ∈ Z, form a basis of Uq(sl2).

(ii) Find the center of Uq(sl2) when q is not a root of unity, and compute the
action of the center on the representations Vλ.

Let us now describe the irreducible representations of the small quantum group
uq(sl2). It is easy to see that the representations Vλ for λ = 0, 1, ..., �− 1 of Uq(sl2)
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are defined for q being an �-th root of 1, factor through uq(sl2) and are irreducible.
Also, these representations are Z-graded.

The fusion rules for Vλ can therefore be easily derived by looking at the Z-
grading. Namely, we have the usual Clebsch-Gordan rule (5.16), where if m ≥ �
then Vm := 2Vm−� + V2�−m−2. In particular, we have

V1Vi = Vi+1 + Vi−1

for any i ≤ �− 2, and

V1V�−1 = 2 + 2V�−2.

For example, if � = 3, we obtain (using that V0 = 1):

V 2
1 = 1 + V2, V1V2 = 2 + 2V1, V 2

2 = 2 + 2V1 + V2.

Note that this is only the multiplication law in the Grothendieck ring; the under-
lying tensor category Repuq(sl2) is not semisimple. Also, the Grothendieck ring of
this category is a transitive unital Z+-ring with an involution, but not a based (or
even a weak based) ring: the product V1V�−1 involves two copies of 1, even though
V�−1 	= V ∗

1 (note that in the tensor product V1⊗V�−1, the corresponding two copies
of 1 are necessarily in the middle of the composition series).

If � is a prime, then we can reduce modulo �, and obtain the representation
category of U res(sl2) in characteristic �. This category has the same description of
simple objects and the same fusion rules.

Exercise 5.8.3. Let � be a positive integer.
(i) Show that V0, ..., V�−1 are the only irreducible representations of uq(sl2).
(ii) Prove the tensor product rule for Vλ.
(iii) Do (i),(ii) for the Lie algebra sl2 in characteristic � and show that the

answer is the same.

Exercise 5.8.4. Let q be a primitive root of unity of odd order � ≥ 3.
(i) Show that E�, F �,K� are central elements of Uq(sl2).
(ii) Classify irreducible representations of Uq(sl2).
(iii) Describe the Grothendieck ring of Uq(sl2).
(iv) Do (i)-(iii) for sl2 in characteristic �.

Now let G be the simply connected algebraic group with Lie algebra g, and
consider the semisimple tensor category Cq(G) spanned by the representations Vλ.
We have a fiber functor F : Cq(G)→ Vec. Let Oq(G) := Coend(F ). Then Oq(G) =
⊕λVλ ⊗ V ∗

λ as a vector space, and it is a Hopf algebra. More specifically, it is easy
to see that Oq(G) = Uq(g)

∗
Cq(G), the algebra of linear functionals on Uq(g) that

generate representations from Cq(G) under both left and right translations. Note
that for q = 1 (i.e., when we work with the category C1(G) := Rep(G)), the algebra
Oq(G) coincides with the usual Hopf algebra O(G) of regular functions on G.

Definition 5.8.5. The algebra Oq(G) is called the quantum function algebra
attached to G.

Exercise 5.8.6. Give an explicit description of the operations in the Hopf
algebra Oq(G) = ⊕λVλ ⊗ V ∗

λ (choose bases in all Vλ, consider the corresponding
basis in Oq(G), and write the operations explicitly in this basis).
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Remark 5.8.7. Let us explain in more detail the motivation for the term
“quantum Frobenius” for the map Fq from Section 5.6. The (finite) dual of Fq is
a Hopf algebra map F ∗

q : O(SL2) → Oq(SL2). Now assume that the order � of q
is a prime. Then, reducing modulo �, we get a Hopf algebra map F ∗ : O(SL2)� →
O(SL2)� in characteristic � (since the reduction of q modulo � is 1). One can show
that F ∗ is the pullback for the usual Frobenius map F : SL2 → SL2 in characteristic
�, which simply raises all the coordinates to the �-th power.

5.9. Absence of primitive elements

We have seen that many interesting finite dimensional Hopf algebras contain
nontrivial (g, h)-skew-primitive elements with g 	= h.

However, it follows from Theorem 4.4.1 that this is no longer the case for
primitive elements.

Corollary 5.9.1. A finite dimensional bialgebra H over a field of character-
istic zero cannot contain nonzero primitive elements.

Proof. Apply Theorem 4.4.1 to the category H − comod and use Proposition
1.9.12. �

Remark 5.9.2. Here is a “linear algebra” proof of this corollary. Let x be
a nonzero primitive element of H. Then we have a family of grouplike elements
estx ∈ H((t)), s ∈ k, i.e., an infinite collection of characters of H∗((t)), which is
impossible, as H is finite dimensional.

Corollary 5.9.3. If H is a finite dimensional commutative Hopf algebra over
an algebraically closed field k of characteristic 0, then H = Fun(G, k) for a unique
finite group G.

Proof. Let G = Spec(H) (a finite group scheme), and x ∈ T1G = (m/m2)∗

where m is the kernel of the counit. Then x is a linear function on m. Extend it to
H by setting x(1) = 0. Then x s a derivation:

x(fg) = x(f)g(1) + f(1)x(g).

This implies that x is a primitive element in H∗. So by Corollary 5.9.1, x = 0.
This implies that G is reduced at the point 1. By using translations, we see that
G is reduced at all other points. So G is a finite group, and we are done. �

5.10. The Cartier-Gabriel-Kostant theorem

Proposition 5.10.1. If H is a Hopf algebra over a field of characteristic zero,
then the natural map ξ : U(Prim(H))→ H is injective.

Proof. By Proposition 1.13.8, it suffices to check the injectivity of ξ in degree
1 of the coradical filtration. Thus, it is enough to check that ξ is injective on
primitive elements of U(Prim(H)). But by Proposition 5.5.4, all of them lie in
Prim(H), as desired. �

Theorem 5.10.2. Any cocommutative Hopf algebra H over an algebraically
closed field of characteristic zero is of the form kG�U(g), where g is a Lie algebra,
and G is a group acting on g.
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Proof. Let G be the group of grouplike elements of H. Since H is cocommu-
tative, it is pointed (see Definition 5.11.3), and Ext1(g, h) = 0 if g, h ∈ G, g 	= h.
Hence the category C = H − comod splits into a direct sum of blocks C = ⊕g∈GCg,
where Cg is the category of objects of C which have a filtration with successive quo-
tients isomorphic to g. So H = ⊕g∈GHg, where Cg = Hg − comod, and Hg = gH1.
Moreover, A = H1 is a Hopf algebra, and we have an action of G on A by Hopf
algebra automorphisms.

Now let g = Prim(A) = Prim(H). This is a Lie algebra, and the group G acts
on it (by conjugation) by Lie algebra automorphisms. So we need just to show that
the natural homomorphism ψ : U(g)→ A is actually an isomorphism.

It is clear that any morphism of coalgebras preserves the coradical filtration, so
we can pass to the associated graded morphism ψ0 : Sg→ A0, where A0 = gr(A).
It is enough to check that ψ0 is an isomorphism.

The morphism ψ0 is an isomorphism in degrees 0 and 1, and by Proposition
5.10.1, it is injective. So we only need to show surjectivity.

We prove the surjectivity in each degree n by induction. To simplify notation,
let us identify Sg with its image under ψ0. Suppose that the surjectivity is known
in all degrees below n. Let z be a homogeneous element in A0 of degree n. Then it
is easy to see from the counit axiom that

(5.17) Δ(z)− z ⊗ 1− 1⊗ z = u

where u ∈ Sg⊗ Sg is a symmetric element (as Δ is cocommutative).
Equation 5.17 implies that the element u satisfies the equation

(5.18) (Δ⊗ id)(u) + u⊗ 1 = (id⊗Δ)(u) + 1⊗ u.

Lemma 5.10.3. Let V be a vector space over a field k of characteristic zero.
Let u ∈ SV ⊗ SV be a symmetric element satisfying equation ( 5.18). Then u =
Δ(w)− w ⊗ 1− 1⊗ w for some w ∈ SV .

Proof. Clearly, we may assume that V is finite dimensional. Regard u as a
polynomial function on V ∗ × V ∗; our job is to show that

u(x, y) = w(x+ y)− w(x)− w(y)

for some polynomial w.
If we regard u as a polynomial, equation (5.18) takes the form of the 2-cocycle

condition
u(x+ y, t) + u(x, y) = u(x, y + t) + u(y, t).

Thus u defines a group law on U := V ∗ ⊕ k, given by

(x, a) + (y, b) = (x+ y, a+ b+ u(x, y)).

Clearly, we may assume that u is homogeneous, of some degree d 	= 1. Since u
is symmetric, the group U is abelian. So in U we have

((x, 0) + (x, 0)) + ((y, 0) + (y, 0)) = ((x, 0) + (y, 0)) + ((x, 0) + (y, 0))

Computing the second component of both sides, we get

u(x, x) + u(y, y) + 2du(x, y) = 2u(x, y) + u(x+ y, x+ y).

So one can take w(x) = (2d − 2)−1u(x, x), as desired. �
Now, applying Lemma 5.10.3, we get that there exists w ∈ A0 such that z −w

is a primitive element, which implies that z − w ∈ A0, so z ∈ A0. �
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Remark 5.10.4. The Cartier-Gabriel-Kostant theorem implies that any co-
commutative Hopf algebra over an algebraically closed field of characteristic zero in
which the only grouplike element is 1 is of the form U(g), where g is a Lie algebra
(the Milnor-Moore theorem, [MiM]), in particular it is generated by primitive ele-
ments. The latter statement is false in positive characteristic. Namely, consider the
commutative Hopf algebra Q[x, z] where x, z are primitive, and set y = z + xp/p,
where p is a prime. Then

(5.19) Δ(y) = y ⊗ 1 + 1⊗ y +

p−1∑
i=1

1

p

(
p

i

)
xi ⊗ xp−i.

Since the numbers 1
p

(
p
i

)
are integers, this formula (together with Δ(x) = x⊗1+1⊗x,

S(x) = −x, S(y) = −y) defines a Hopf algebra structure on H = k[x, y] for any
field k, in particular, one of characteristic p. But if k has characteristic p, then it
is easy to see that H is not generated by primitive elements (namely, the element
y is not in the subalgebra generated by them).

The Cartier-Gabriel-Kostant theorem implies that any affine pro-algebraic
group scheme over a field of characteristic zero is in fact a pro-algebraic group.
Namely, we have

Corollary 5.10.5. Let H be a commutative Hopf algebra over a field k of
characteristic zero. Then H has no nonzero nilpotent elements.

Proof. It is clear that H is a union of finitely generated Hopf subalgebras
(generated by finite dimensional subcoalgebras of H), so we may assume that H is
finitely generated. Let m be the kernel of the counit of H, and B = ∪∞n=1(H/mn)∗

(i.e., B is the continuous dual of the formal completion of H near the ideal m). It is
easy to see that B is a cocommutative Hopf algebra, and its only grouplike element
is 1. So by the Cartier-Gabriel-Kostant theorem B = U(g), where g = (m/m2)∗.
This implies that G = Spec(H) is smooth at 1 ∈ G, i.e., it is an algebraic group,
as desired. �

Remark 5.10.6. Note that Corollary 5.10.5 is a generalization of Corollary
5.9.1.

5.11. Pointed tensor categories and Hopf algebras

Definition 5.11.1. A tensor category C is pointed if every simple object of C
is invertible.

Example 5.11.2. The category VecωG is a pointed tensor category. If G is a
p-group and k has characteristic p, then Repk(G) is pointed.

Definition 5.11.3. A Hopf algebra H is pointed if it is pointed as a coalgebra.

Note that a Hopf algebra H is pointed if and only if the tensor category of
finite dimensional H-comodules is pointed.

Exercise 5.11.4. Show that any cocommutative Hopf algebra, the Taft and
Nichols Hopf algebras, as well as the quantum groups Uq(g) are pointed Hopf alge-
bras.
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Remark 5.11.5. It follows from Section 4.12 that in a pointed Hopf algebra H
the coradical filtration is a Hopf algebra filtration, i.e., HiHj ⊂ Hi+j and S(Hi) =
Hi, so gr(H) (the associated graded algebra of H under the coradical filtration) is
a Hopf algebra.

In this situation, the Hopf algebra H is said to be a lifting of the coradically
graded Hopf algebra gr(H).

Example 5.11.6. The Taft algebra and the Nichols Hopf algebras are corad-
ically graded. The associated graded Hopf algebra of Uq(g) is the Hopf algebra
defined by the same relations as Uq(g) (see Section 5.7), except that the commu-
tation relation between Ei and Fj is replaced with the condition that Ei and Fj

commute (for all i, j). The same applies to the small quantum group uq(sl2).

It is easy to see that any Hopf algebra generated by grouplike and skew-
primitive elements is automatically pointed.

On the other hand, there exist pointed Hopf algebras which are not generated
by grouplike and skew-primitive elements. Perhaps the simplest example of such
a Hopf algebra is the commutative Hopf algebra H of regular functions on the
Heisenberg group ⎧⎨⎩

⎛⎝1 x z
0 1 y
0 0 1

⎞⎠ | x, y, z ∈ R

⎫⎬⎭
with values in an algebraically closed field k of characteristic 0. It is easy to see
that H is the polynomial algebra in generators x, y, z (entries of the matrix), so
that x, y are primitive, and

Δ(z) = z ⊗ 1 + 1⊗ z + x⊗ y.

Since the only grouplike element in H is 1, and the only skew-primitive elements
are x, y, H is not generated by grouplike and skew-primitive elements.

However, one has the following conjecture, due to Andruskiewitsch and Schnei-
der, see [AndrS].

Conjecture 5.11.7. Any finite dimensional pointed Hopf algebra over a field
of characteristic zero is generated in degree 1 of its coradical filtration, i.e., by
grouplike and skew-primitive elements.

It is easy to see that it is enough to prove this conjecture for coradically graded
Hopf algebras. It holds in all known examples, and has been proved in the case
when the group of grouplike elements is abelian ([Ang2]), and a number of other
special cases.

The reason we discuss this conjecture here is that it is essentially a categorical
statement. Let us make the following definition.

Definition 5.11.8. We say that a tensor category C is tensor-generated by a
collection of objects Xα if every object of C is a subquotient of a finite direct sum
of tensor products of Xα.

Proposition 5.11.9. A pointed Hopf algebra H is generated by grouplike and
skew-primitive elements if and only if the tensor category H − comod is tensor-
generated by objects of length 2.
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Proof. This follows from the fact that matrix elements of the tensor product
of comodules V,W for H are products of matrix elements of V,W . �

Thus, one may generalize Conjecture 5.11.7 to the following conjecture about
tensor categories.

Conjecture 5.11.10. Any finite pointed tensor category over a field of char-
acteristic zero is tensor generated by objects of length 2.

As we have seen, this property fails for infinite categories, e.g., for the category
of rational representations of the Heisenberg group. In fact, this is very easy to
see categorically: the center of the Heisenberg group acts trivially on 2-dimensional
representations, but it is not true for a general rational representation.

5.12. Quasi-bialgebras

Let us now discuss reconstruction theory for quasi-fiber functors. This leads to
the notions of quasi-bialgebra and quasi-Hopf algebra.

Definition 5.12.1. Let C be a tensor category over k, and (F, J) : C → Vec
be a quasi-fiber functor. (F, J) is said to be normalized if J1X = JX1 = idF (X) for
all X ∈ C.

Definition 5.12.2. Two quasi-fiber functors (F, J1) and (F, J2) are said to be
twist equivalent (by the twist J−1

1 J2).

Since for a quasi-fiber functor (unlike a fiber functor), the isomorphism J is not
required to satisfy any equations, it typically does not carry any valuable structural
information, and thus it is more reasonable to classify quasi-fiber functors not up
to isomorphism, but rather up to twist equivalence combined with isomorphism.

Exercise 5.12.3. Show that any quasi-fiber functor is equivalent to a normal-
ized one.

Now let C be a finite tensor category over k, and let (F, J) be a normalized
quasi-fiber functor. LetH = EndF be the corresponding finite dimensional algebra.
Then H has a coproduct Δ and a counit ε defined exactly as in the case of a
fiber functor, which are algebra homomorphisms. The only difference is that, in
general, Δ is not coassociative, since J does not satisfy the monoidal structure
axiom. Rather, there is an invertible element Φ ∈ H⊗3, defined by the commutative
diagram

(5.20)

(F (X)⊗ F (Y ))⊗ F (Z)
Φ

F (X),F (Y ),F (Z)−−−−−−−−−−−→ F (X)⊗ (F (Y )⊗ F (Z))

JX,Y ⊗idF (Z)

⏐⏐� idF (X) ⊗JY,Z

⏐⏐�
F (X ⊗ Y )⊗ F (Z) F (X)⊗ F (Y ⊗ Z)

JX⊗Y,Z

⏐⏐� JX,Y ⊗Z

⏐⏐�
F ((X ⊗ Y )⊗ Z)

F (a
X,Y,Z

)
−−−−−−−→ F (X ⊗ (Y ⊗ Z))

for all X,Y, Z ∈ C, and we have the following proposition.
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Proposition 5.12.4. The following identities hold:

(5.21) (id⊗Δ)(Δ(h)) = Φ(Δ⊗ id)(Δ(h))Φ−1, h ∈ H,

(5.22) (id⊗ id⊗Δ)(Φ)(Δ⊗ id⊗ id)(Φ) = (1⊗ Φ)(id⊗Δ⊗ id)(Φ)(Φ⊗ 1),

(5.23) (ε⊗ id)(Δ(h)) = h = (id⊗ε)(Δ(h)),

(5.24) (id⊗ε⊗ id)(Φ) = 1⊗ 1.

Proof. The first identity follows from the definition of Φ, the second one
from the pentagon axiom for C, the third one from the condition that (F, J) is
normalized, and the fourth one from the triangle axiom and the condition that
(F, J) is normalized. �

Definition 5.12.5. An associative unital k-algebra H equipped with unital
algebra homomorphisms Δ : H → H ⊗H (the comultiplication or coproduct) and
ε : H → k (the counit) and an invertible element Φ ∈ H⊗3 satisfying the identities
of Proposition 5.12.4 is called a quasi-bialgebra. The element Φ is called the associ-
ator of H. A homomorphism of quasi-bialgebras is a unital algebra homomorphism
that preserves the coproduct, counit, and associator.

Thus, the notion of a quasi-bialgebra is a generalization of the notion of a
bialgebra; namely, a bialgebra is a quasi-bialgebra with Φ = 1.2

For a quasi-bialgebra H, the tensor product of (left) H-modules V and W is
an H-module via Δ, i.e., in the same way as for bialgebras. Also, it follows from
(5.21) that for any H-modules U, V,W the mapping

(5.25) aU,V,W : (U ⊗ V )⊗W ∼= U ⊗ (V ⊗W ) : u⊗ v ⊗ w 
→ Φ(u⊗ v ⊗ w)

is an H-module isomorphism. Axiom (5.23) implies that the natural maps lV = id :

1⊗ V
∼−→ V and rV = id : V ⊗ 1

∼−→ V are also H-module isomorphisms. Finally,
equations (5.22) and (5.24) say, respectively, that the pentagon axiom (2.2) and
the triangle axiom (2.10) are satisfied for Rep(H). In other words, Rep(H) is a
monoidal category.

Definition 5.12.6. A twist for a quasi-bialgebra H is an invertible element
J ∈ H ⊗ H such that (ε ⊗ id)(J) = (id⊗ε)(J) = 1. Given a twist, we can define
a new quasi-bialgebra HJ which is H as an algebra, with the same counit, the
coproduct given by

ΔJ (x) = J−1Δ(x)J,

and the associator given by

ΦJ = (id⊗J)−1(id⊗Δ)(J)−1Φ(Δ⊗ id)(J)(J ⊗ id)

The algebra HJ is called twist equivalent to H, by the twist J .

It is easy to see that twist equivalent quasi-fiber functors produce twist-equiva-
lent quasi-bialgebras, and vice versa.

Therefore, we have the following reconstruction theorem.

2However, note that Δ can be coassociative even if Φ �= 1.
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Theorem 5.12.7. The assignments

(5.26) (C, F ) 
→ H = End(F ), H 
→ (Rep(H),Forget)

are mutually inverse bijections between (1) the set of monoidal equivalence classes
of finite ring categories C over k with a quasi-fiber functor and (2) the set of equiva-
lence classes of finite dimensional quasi-bialgebras H over k up to twist equivalence
and isomorphism.

Proof. Straightforward from the above. �
Also, we have the following proposition.

Proposition 5.12.8. If a finite ring category C with left duals3 over k admits
a quasi-fiber functor, then this functor is unique up to twisting (i.e., changing the
quasi-tensor structure).

Proof. Let Xi, i = 1, ..., n be the (representatives of isomorphism classes
of) simple objects of C. The functor F is exact, so it is determined up to an
isomorphism by the numbers di = dimF (Xi). So we need to show that these
numbers are uniquely determined by C. This is a consequence of Propositions 4.5.4
and 3.3.6(3), since di = FPdim(Xi). �

Exercise 5.12.9. Suppose that in the situation of Exercise 5.2.7, the functor
F is equipped with a normalized quasi-tensor structure J , i.e., an isomorphism

J : F (−)⊗ F (−)→ F (−⊗−)
such that J1X = JX1 = idF (X). Show that this endows H with the structure of a
quasi-bialgebra, such that (F, J) defines a monoidal equivalence C → Rep(H).

Remark 5.12.10. Proposition 5.12.8 is false for infinite categories. For exam-
ple, it is known that if C = Rep(SL2(C)), and V ∈ C is a 2-dimensional represen-
tation, then for any positive integer n ≥ 2 there exists a fiber functor on C with
dimF (V ) = n (see [Bi]).

5.13. Quasi-bialgebras with an antipode and quasi-Hopf algebras

Now consider the situation of the previous section, and assume that a finite ring
category C has left duals. In this case, by Proposition 4.2.9, the left dualization
functor is exact; it is also faithful by Proposition 2.10.8. Therefore, the functor
F (V ∗)∗ is another quasi-fiber functor on C. So by Proposition 5.12.8, this functor
is isomorphic to F . Let us fix such an isomorphism ξ = (ξV ), ξV : F (V ) →
F (V ∗)∗. Then we have natural linear maps k→ F (V )⊗F (V ∗), F (V ∗)⊗F (V )→ k

constructed as in Exercise 2.10.6, which can be regarded as linear maps α̂ : F (V )→
F (V ∗)∗ and β̂ : F (V ∗)∗ → F (V ). Thus, the quasi-bialgebra H = End(F ) has the
following additional structures.

1. The elements α, β ∈ H such that for any V ∈ C, αV = ξ−1
V ◦α̂V , βV = β̂V ◦ξV .

2. The antipode S : H → H, which is a unital algebra antihomomorphism such
that if Δ(a) =

∑
i a

1
i ⊗ a2i , a ∈ H, then

(5.27)
∑
i

S(a1i )αa
2
i = ε(a)α,

∑
i

a1iβS(a
2
i ) = ε(a)β.

3By Proposition 4.2.10, such a category is always a tensor category (i.e., also admits right
duals), but we don’t use this here.
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Namely, for a ∈ H the element S(a) acts on F (V ) by ξ−1 ◦ a∗F (V ∗) ◦ ξ.
Let us write the associator as Φ =

∑
i Φ

1
i ⊗ Φ2

i ⊗ Φ3
i and its inverse as

Φ−1 =
∑

Φ̄1
i ⊗ Φ̄2

i ⊗ Φ̄3
i .

Proposition 5.13.1. One has

(5.28)
∑

Φ1
iβS(Φ

2
i )αΦ

3
i = 1,

∑
S(Φ̄1

i )αΦ̄
2
iβS(Φ̄

3
i ) = 1.

Proof. This follows directly from the duality axioms. �
Definition 5.13.2. An antipode on a quasi-bialgebra H is a triple (S, α, β),

where S : H → H is a unital antihomomorphism and α, β ∈ H, satisfying identities
(5.27) and (5.28).

A quasi-Hopf algebra is a quasi-bialgebra (H,Δ, ε,Φ) for which there exists an
antipode (S, α, β) such that S is bijective.

Thus, the notion of a quasi-Hopf algebra is a generalization of the notion of a
Hopf algebra; namely, a Hopf algebra is a quasi-Hopf algebra with Φ = 1, α = β = 1.

We see that if in the above setting C is rigid (i.e., a tensor category), then
H = End(F ) is a finite dimensional quasi-Hopf algebra.

Conversely, if H is a quasi-bialgebra with an antipode (not necessarily finite
dimensional), then the category C = Rep(H) admits left duals. Indeed, the left
dual module of an H-module V is defined as in the Hopf algebra case: it is the dual
vector space V ∗ with the action of H given by

〈hφ, v 〉 = 〈φ, S(h)v 〉, v ∈ V, φ ∈ V ∗, h ∈ H.

Let
∑

vi ⊗ fi be the image of idV under the canonical isomorphism End(V )
∼−→

V ⊗V ∗. Then the evaluation and coevaluation maps are defined using the elements
α and β:

evV (f ⊗ v) = f(αv), coevV (1) =
∑

βvi ⊗ fi.

Axiom (5.27) is then equivalent to evV and coevV beingH-module maps. Equations
(5.28) are equivalent, respectively, to axioms (2.43) and (2.44) of a left dual.

If S is invertible, then the right dualization functor is an equivalence of catego-
ries, so the representation category Rep(H) of a quasi-Hopf algebra H is rigid, i.e.,
is a tensor category.

Remark 5.13.3. Proposition 4.2.10 implies that any finite dimensional quasi-
bialgebra with an antipode is a quasi-Hopf algebra (i.e., the antipode is automati-
cally invertible).

Exercise 5.13.4. Let H := (H,Δ, ε,Φ, S, α, β) be a quasi-bialgebra with an
antipode, and u ∈ H be an invertible element.

(i) Show that if one sets

(5.29) S(h) = uS(h)u−1, α = uα, and β = βu−1

then the triple (S, α, β) is an antipode.
(ii) Conversely, show that any S, α, and β satisfying conditions (5.27) and

(5.28) are given by formulas (5.29) for a uniquely defined u.
Hint: if H is finite dimensional, (ii) can be formally deduced from the

uniqueness of the left dual in a tensor category up to a unique isomor-
phism. Use this approach to obtain the unique possible formula for u, and
check that it does the job for any H.
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Remark 5.13.5. The non-uniqueness of S, α, and β observed in Exercise 5.13.4
reflects the freedom in choosing the isomorphism ξ.

Example 5.13.6. (cf. Example 2.10.14) Let G be a finite group and let
ω ∈ Z3(G, k×) be a normalized 3-cocycle, see (2.18). Consider the algebra H =
Fun(G, k) of k-valued functions on G with the usual coproduct and counit. Set

Φ =
∑

ω(f, g, h)pf ⊗ pg ⊗ ph, α =
∑

ω(g, g−1, g)pg, β = 1,

where pg is the primitive idempotent of H corresponding to g ∈ G. It is straightfor-
ward to check that these data define a commutative quasi-Hopf algebra, which we
denote Fun(G, k)ω. The tensor category Rep(Fun(G, k)ω) is obviously equivalent
to VecωG.

It is easy to show that a twist of a quasi-bialgebra H with an antipode is again a
quasi-bialgebra with an antipode (this reflects the fact that in the finite dimensional
case, the existence of an antipode for H is the property of the category of finite
dimensional representations of H). Indeed, if the twist J and its inverse have the
form

J =
∑
i

ai ⊗ bi, J−1 =
∑
i

a′i ⊗ b′i

then HJ has an antipode (SJ , αJ , βJ ) with SJ = S and

αJ =
∑
i

S(ai)αbi, βJ =
∑
i

a′iβS(b
′
i).

Thus, we have the following reconstruction theorem.

Theorem 5.13.7. The assignments

(C, F ) 
→ H = End(F ), H 
→ (Rep(H),Forget)

are mutually inverse bijections between tensor equivalence classes of finite tensor
categories C admitting a quasi-fiber functor, and equivalence classes of finite dimen-
sional quasi-Hopf algebras H over k, up to twist equivalence and isomorphism.

Exercise 5.13.8. Generalize Example 4.5.5 to quasi-Hopf algebras and show
that Frobenius-Perron dimensions in Rep(H), where H is a quasi-Hopf algebra,
coincide with vector space dimensions.

Remark 5.13.9. One can define the dual notions of a coquasi-bialgebra and
coquasi-Hopf algebra, and prove the corresponding reconstruction theorems for
tensor categories which are not necessarily finite. This is straightforward, but fairly
tedious, and we will not do it here.

5.14. Twists for bialgebras and Hopf algebras

Let H be a bialgebra. We can regard it as a quasi-bialgebra with Φ = 1. Let
J be a twist for H.

Definition 5.14.1. J is called a bialgebra twist if HJ is a bialgebra, i.e.,
ΦJ = 1.

Thus, a bialgebra twist for H is an invertible element J ∈ H ⊗ H such that
(ε⊗ id)(J) = (id⊗ε)(J) = 1, and J satisfies the twist equation

(5.30) (id⊗Δ)(J)(id⊗J) = (Δ⊗ id)(J)(J ⊗ id).
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Exercise 5.14.2. Show that if a bialgebra H has an antipode S, and J is a
bialgebra twist for H, then the bialgebra HJ also has an antipode. Namely, let
J =

∑
ai ⊗ bi, J

−1 =
∑

a′i ⊗ b′i, and set QJ =
∑

i S(ai)bi. Then QJ is invertible

with Q−1
J =

∑
i a

′
iS(b

′
i), and the antipode of HJ is defined by SJ(x) = Q−1

J S(x)QJ .
In particular, if H is a Hopf algebra then so is HJ .

Remark 5.14.3. Twisting does not change the category of H-modules as a
monoidal category, and the existence of an antipode (for finite dimensional H) is a
categorical property (existence of left duals). This yields the above formulas, and
then one easily checks that they work for any H (not necessarily finite dimensional).

Any twist on a bialgebra H defines a fiber functor (Forget, J) on the category
Rep(H). However, two different twists J1, J2 may define isomorphic fiber functors.
It is easy to see that this happens if and only if there is an invertible element v ∈ H
such that

J2 = Δ(v)J1(v
−1 ⊗ v−1).

In this case the twists J1 and J2 are called gauge equivalent by the gauge transfor-
mation v, and the bialgebras HJ1 , HJ2 are isomorphic (by conjugation by v). So,
we have the following result.

Proposition 5.14.4. Let H be a finite dimensional Hopf algebra. Then J 
→
(Forget, J) is a bijection between:

(1) gauge equivalence classes of bialgebra twists for H, and
(2) fiber functors on C = Rep(H), up to isomorphism.

Proof. By Proposition 5.12.8, any fiber functor on C is isomorphic to the
forgetful functor Forget as an additive functor. So any fiber functor, up to an iso-
morphism, has the form (Forget, J), where J is a bialgebra twist. Now it remains to
determine when (Forget, J1) and (Forget, J2) are isomorphic. Let v : (Forget, J1)→
(Forget, J2) be an isomorphism. Then v ∈ H is an invertible element, and it defines
a gauge transformation mapping J1 to J2. �

Remark 5.14.5. By Proposition 2.6.1(ii), the isomorphism classes of fiber func-
tors on VecG are in bijection with H2(G, k×). This shows that there may exist
non-isomorphic fiber functors on a given finite tensor category C, defining isomor-
phic Hopf algebras. Indeed, all fiber functors on VecG yield the same Hopf algebra
Fun(G, k). (These fiber functors are, however, all equivalent to each other by com-
posing them with monoidal autoequivalences of C.)

Note that VecωG does not admit fiber functors for cohomologically nontrivial ω.

5.15. Bibliographical notes

5.1. Fiber functors were first discussed in Deligne-Milne [DelM], Section 3
(in the setting of symmetric categories). In the nonsymmetric situation they were
considered by Drinfeld [Dr3], p.812, and Lyubashenko, [Ly1]. Quasi-fiber functors
were essentially first considered by Drinfeld in [Dr4].

5.2, 5.3. Bialgebras and Hopf algebras were introduced by H. Hopf in topol-
ogy. For a review discussing the theory of Hopf algebras and their applications
see [Car2]. They were studied independently in early 1960s under the name of
ring groups by Kac in [KacG1]. An early classical source on Hopf algebras is the
textbook by Sweedler [Sw]. For a much more detailed treatment of Hopf algebras,
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see also the books by Montgomery [Mon] and Radford [Ra5]. The categorical ap-
proach to the definitions of bialgebras and Hopf algebras which we are taking here
follows the standard lines of reconstruction theory (see, e.g., the book by Majid
[Maj2], Chapter 9, and also [EtS] and references therein).

5.4. Reconstruction theory for bialgebras and Hopf algebras is a noncommuta-
tive version of the classical Tannaka-Krein duality ([Tan, Kr]). For other accounts
of this theory, see the books [Maj2], [EtS], the papers by Schauenburg [Schau1],
Joyal and Street [JoyS5, JoyS4], and references therein.

5.5. The material of this section can be found in [Ra5]. Taft algebras were
introduced by Taft ([Taf]) long before the invention of quantum groups, as exam-
ples of finite dimensional Hopf algebras with antipodes of arbitrarily large order.
Nichols Hopf algebras were introduced by Nichols ([Nic]); they capture all finite
dimensional pointed Hopf algebras over a field of characteristic zero with Z/2Z as
their group of grouplike elements.

5.6, 5.7, 5.8. Quantized universal enveloping (QUE) algebras of semisimple Lie
algebras and, more generally, symmetrizable Kac-Moody algebras were introduced
by Drinfeld [Dr2, Dr3] and Jimbo [Ji] in the 1980’s, based on the ideas devel-
oped by the St. Petersburg school (see the paper of Faddeev, Reshetikhin, and
Takhtajan [FaRT]). They showed that the QUE algebras attached to semisimple
Lie algebras are quasi-triangular, making their representation categories braided.
The representation theory of QUE algebras (and other closely related quantum
groups) was developed and studied by many authors, notably by Lusztig. (See,
e.g., the books of Lusztig [Lus5], Jantzen [Ja], Joseph [Jos], Chari and Pressley
[ChP], [EtS], and references therein.) The material on quantum sl2 can also be
found in Kassel’s book [Kas]. Quantum function algebras are discussed in [KoS]
and references therein and in the analytic setting in [Wo1].

5.9-5.10. The Cartier-Gabriel-Kostant theorem was proved independently by
Cartier, Gabriel, and Kostant, see [Di], [Kos]; it is a generalization of the Milnor-
Moore theorem, [MiM], well known in topology. For an exposition, see e.g. [Car2].
Corollary 5.9.3 and Proposition 5.10.5 can be found in [DemG] and references.

5.11. Pointed Hopf algebras are the Hopf-algebraic counterpart of solvable
algebraic groups. Their theory in the finite dimensional case was developed by
Andruskiewitsch, Heckenberger and Schneider using the so-called Lifting Method
(see [AndrS] and references therein). This method is based on the theory of Nichols
algebras that were introduced in [Nic]. See also Radford’s textbook [Ra5] for more
details.

5.12, 5.13. Quasi-bialgebras and quasi-Hopf algebras were introduced by Drin-
feld in [Dr4] as linear algebraic counterparts of tensor categories with quasi-fiber
functors. They were also studied in [Dr6]. A detailed discussion of quasi-Hopf
algebras can be found in Kassel’s book [Kas].

5.14. Twists were introduced by Drinfeld in [Dr1] (see also [Dr4]), as an alge-
braic counterpart of tensor structures on the forgetful functor on the representation
category of a Hopf algebra. For a more detailed discussion of twists, see e.g. the
book of Majid [Maj2] and [EtS].
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5.16. Other results

5.16.1. QUE algebras and quantization of Lie bialgebras. Quantized
universal enveloping (QUE) algebras were defined by Drinfeld in [Dr3]. By defi-
nition, a QUE algebra over a field k is a flat formal deformation over k[[�]] of an
enveloping algebra U(g) of some Lie algebra g as a Hopf algebra. In other words,
a QUE algebra is a Hopf algebra A in the category of topologically free k[[�]]-
modules such that A/�A = U(g) (recall that a topologically free k[[�]]-module is
a module of the form V [[�]], where V is a k-vectors space, and that tensor prod-
uct of such modules is defined to be the completion of the usual tensor product,
i.e. V [[�]] ⊗ W [[�]] := (V ⊗ W )[[�]]). For example, if g is a simple Lie algebra
and q = e�/2 ∈ k[[�]], and if we set Ki = qhi = e�hi/2, then the definition of the
quantum group Uq(g) actually defines a QUE algebra (the formal version of the
quantum group). This notion has good properties: i.e., if dim g < ∞ then, even
though A is infinite dimensional, there is a good notion of the dual QUE alge-
bra, A∗, such that (A∗)∗ = A. Also, the notion of a QUE algebra is equivalent
to the notion of a Poisson formal group (if chark = 0). Finally, one can consider
the quasiclassical limit of a QUE algebra A. For this purpose, consider the ex-
pression Δ(x) −Δop(x) for x ∈ A. Since Δ is cocommutative modulo �, we have
Δ(x) −Δop(x) = O(�), and thus �−1(Δ(x) −Δop)(x) has a limit at � = 0, which
is an element of U(g) ⊗ U(g) that depends only on the reduction x0 of x modulo
�. This element is denoted by δ(x0). It is not hard to show that if x0 ∈ g ⊂ U(g)
then in fact δ(x0) ⊂ ∧2g ⊂ U(g)⊗U(g). Thus, δ defines a map δ : g→ ∧2g, which
is called the cobracket. One can show that δ satisfies the co-Jacobi identity (i.e.,
δ∗ : ∧2g∗ → g∗ is a Lie bracket), and δ is a 1-cocycle of g with values in ∧2g. Such
a structure δ on g is called a Lie bialgebra structure, and (g, δ) is called a Lie bial-
gebra. One says that (g, δ) is the quasiclassical limit of A, and A is a quantization
of (g, δ).

Drinfeld asked whether any Lie bialgebra over a field of characteristic zero
can be quantized. The answer to this question turned out to be positive, see
[EtKa1, EtKa2]. Moreover, it is shown in [EtKa1, EtKa2] that quantization of
Lie bialgebras can be accomplished by a functor from the category of Lie bialgebras
over k[[�]] to the category of QUE algebras over k, which is actually an equivalence
of categories.

This result has an application to Hopf algebra theory: it provides a classification
of coconnected Hopf algebras over a field of characteristic zero, i.e. those whose
every simple comodule is trivial, in terms of Lie bialgebras, see [EtG9].

A similar quantization theory can be developed in the more general setting
of quasi-Hopf QUE algebras (i.e. flat formal deformations of U(g) as quasi-Hopf
algebras). This is done in [EnH], see also [SaS].
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CHAPTER 6

Finite tensor categories

In this chapter we will undertake a systematic study of finite multitensor and
tensor categories which are not necessarily semisimple. There are several interre-
lated motivations to consider nonsemisimple finite tensor categories:

(1) Representations of finite groups in positive characteristic.
(2) Finite dimensional Hopf algebras, in particular quantum groups uq(g) at

roots of unity, see Section 5.7.
(3) Logarithmic conformal field theories; they lead to nonsemisimple finite

tensor categories, similarly to how rational conformal field theories lead
to semisimple ones (see [Gabe]).

(4) Fusion categories of zero categorical dimension, see Section 7.21. Their
dual tensor categories with respect to module categories (see Section 7.12)
may be non-semisimple.

6.1. Properties of projective objects

In this section we will study general properties of finite multitensor and tensor
categories.

Let C be a multitensor category. By Definition 1.8.6, every simple object X
has a projective cover P (X). The object P (X) is unique up to a non-unique
isomorphism.

In Section 1.8 we introduced the group K0(C) freely generated by isomorphism
classes of indecomposable projective objects of C and the Cartan matrix C, see
Definition 1.8.14. Recall that the entries of C are [P (X) : Y ], where X, Y are
simple objects of C.

Let {Xi}i∈I be the set of isomorphism classes of simple objects of C, and let i∗

and ∗i be such that X∗
i
∼= Xi∗ and ∗Xi

∼= X∗i. Let N i
jk = [Xj ⊗ Xk : Xi] denote

the multiplicity of Xi in the Jordan-Hölder series of Xj ⊗ Xk. Let Pi denote the
projective cover of Xi.

Let Gr(C) be the Grothendieck ring of C, see Definition 4.5.2.

Proposition 6.1.1. Let C be a finite multitensor category. Then K0(C) is a
Gr(C)-bimodule.

Proof. This follows from the fact that the tensor product of a projective
object with any object is projective, Proposition 4.2.12. �

Let us describe this bimodule explicitly.

Proposition 6.1.2. For any object Z of C,

Pi ⊗ Z ∼=
⊕
j,k

N i
kj∗ [Z : Xj ]Pk, Z ⊗ Pi

∼=
⊕
j,k

N i
∗jk[Z : Xj ]Pk.

119
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120 6. FINITE TENSOR CATEGORIES

Proof. HomC(Pi⊗Z, Xk) = HomC(Pi, Xk⊗Z∗), and the first formula follows
from Proposition 4.2.12 and formula (1.7). The second formula is analogous. �

Proposition 6.1.3. Let P be a projective object in a multitensor category C.
Then P ∗ is also projective. Hence, any projective object in a multitensor category
is also injective.

Proof. We need to show that the functor HomC(P
∗, −) is exact. This functor

is isomorphic to HomC(1, P ⊗ −). The functor P ⊗ − is exact, and by Proposi-
tion 4.2.12, any exact sequence splits after tensoring with P , as an exact sequence
consisting of projective objects. �

Remark 6.1.4. A finite abelian category A is called a quasi-Frobenius cate-
gory if any projective object of A is injective, and vice versa. Proposition 6.1.3
says that any multitensor category is a quasi-Frobenius category. It is well known
that any object of a quasi-Frobenius category admitting a finite projective resolu-
tion is projective (indeed, the last nonzero arrow of this resolution is an embedding
of projective (= injective) modules and therefore is an inclusion of a direct sum-
mand. Hence the resolution can be replaced by a shorter one, and we can use
induction in the length of the resolution). Thus, any quasi-Frobenius category is
either semisimple or of infinite homological dimension.

Remark 6.1.5. Proposition 6.1.3 implies that an indecomposable projective
object P has a unique simple subobject, i.e., that the socle of P is simple.

Recall the notion of Frobenius-Perron dimension FPdim(X) of an object X of
a finite tensor category, introduced in Section 4.5.

Definition 6.1.6. For any finite tensor category C the virtual projective object

(6.1) RC =
∑
i∈I

FPdim(Xi)Pi ∈ K0(C)⊗Z C.

will be called the regular object of C.

Definition 6.1.7. Let C be a finite tensor category. Then the Frobenius-Perron
dimension of C is defined by

(6.2) FPdim(C) := FPdim(RC) =
∑
i∈I

FPdim(Xi) FPdim(Pi).

Remark 6.1.8. If C is semisimple (i.e., a fusion category) then Gr(C) is a fusion
ring, and FPdim(C) = FPdim(Gr(C)).

Example 6.1.9. Let H be a finite dimensional quasi-Hopf algebra. Then
FPdim(Rep(H)) = dimk(H).

Exercise 6.1.10. Let G be a group acting on a finite tensor category C.
(i) Show that FPdim(C � G) = |G|FPdim(C), where C � G is the crossed

product category introduced in Definition 4.15.5.
(ii) Prove that FPdim(CG) = |G|FPdim(C).

Proposition 6.1.11. Z ⊗ RC = RC ⊗ Z = FPdim(Z)RC for all Z ∈
Gr(C), and hence the image of RC in Gr(C)⊗Z C is a regular element.
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6.1. PROPERTIES OF PROJECTIVE OBJECTS 121

Proof. We have
∑

i FPdim(Xi) dimk HomC(Pi, Z) = FPdim(Z) for any object
Z of C. Hence,∑

i

FPdim(Xi) dimk HomC(Pi ⊗ Z, Y )

=
∑
i

FPdim(Xi) dimk HomC(Pi, Y ⊗ Z∗)

= FPdim(Y ⊗ Z∗)

= FPdim(Y ) FPdim(Z∗)

= FPdim(Y ) FPdim(Z)

= FPdim(Z)
∑
i

FPdim(Xi) dimk HomC(Pi, Y ).

Now, Pi ⊗ Z are projective objects by Proposition 4.2.12. Hence, the formal sums∑
i FPdim(Xi)Pi⊗Z = RC⊗Z and FPdim(Z)

∑
i FPdim(Xi)Pi = FPdim(Z)RC are

linear combinations of Pj , j ∈ I with the same coefficients. �
Remark 6.1.12. We note the following inequality:

(6.3) FPdim(C) ≥ N FPdim(P ),

where N is the number of simple objects in C, and P is the projective cover of the
unit object 1. Indeed, for any simple object V the projective object P (V )⊗ ∗V has
a nontrivial homomorphism to 1, and hence contains P . So

FPdim(P (V )) FPdim(V ) ≥ FPdim(P ).

Adding these inequalities over all simple V , we get (6.3).

Definition 6.1.13. A finite tensor category C is called integral if Gr(C) is
integral in the sense of Definition 3.5.5.

Proposition 6.1.14. A finite tensor category C is integral if and only if C is
equivalent to the representation category of a finite dimensional quasi-Hopf algebra.

Proof. The “if” part is clear from Proposition 4.5.7, see also Exercise 5.13.8.
To prove the “only if” part, it is enough, in view of Theorem 5.13.7, to construct
a quasi-fiber functor on C. Define P = ⊕i FPdim(Xi)Pi, where Xi are the simple
objects of C, and Pi are their projective covers. Define F = HomC(P, −). Obviously,
F is exact and faithful, F (1) ∼= 1, and

(6.4) dimk F (X) = FPdim(X)

for all X ∈ C. Using Proposition 1.11.2, we continue the functors

F (−⊗−) and F (−)⊗ F (−)
to the functors C � C → Vec. Both of these functors are exact and take the same
values on the simple objects of C � C. Thus these functors are isomorphic and we
are done. �

Corollary 6.1.15. The assignment H 
→ Rep(H) defines a bijection between
finite dimensional quasi-Hopf algebras H over k (up to twist equivalence and iso-
morphism) and integral finite tensor categories over k (up to a tensor equivalence).

Theorem 6.1.16. Let C, D be finite tensor categories, and let F : C → D be a
surjective quasi-tensor functor. Then F maps projective objects to projective ones.
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122 6. FINITE TENSOR CATEGORIES

Proof. The notion of a surjective functor was introduced in Definition 1.8.3.
Let X be an object of C. Let us write X as a direct sum of indecomposable objects
(recall that by the Krull-Schmidt theorem such a representation is unique). Define
the projectivity defect p(X) ofX to be the sum of Frobenius-Perron dimensions of all
the non-projective summands in this sum. It is clear that p(X⊕Y ) = p(X)+p(Y ).
Also, it follows from Proposition 4.2.12 that p(X ⊗ Y ) ≤ p(X)p(Y ).

Let Pi be the indecomposable projective objects in C. Let Pi⊗Pj
∼= ⊕kB

k
ijPk,

and let Bi be the matrix with entries Bk
ij . Also, let B =

∑
Bi. Obviously, B has

strictly positive entries, and the Frobenius-Perron eigenvalue of B is
∑

i FPdim(Pi).
Let F : C → D be a surjective quasi-tensor functor between finite tensor ca-

tegories. Let pj = p(F (Pj)), and p be the vector with entries pj . Then we get
pipj ≥

∑
k B

k
ijpk, so (

∑
i pi)p ≥ Bp. So, either pi are all zero, or they are all

positive, and the norm of B with respect to the norm |x| =
∑

pi|xi| is at most∑
pi. Since pi ≤ FPdim(Pi), this implies pi = FPdim(Pi) for all i (as the largest

eigenvalue of B is
∑

i FPdim(Pi)).
Assume the second option is the case. Then F (Pi) does not contain nonzero

projective objects as direct summands, and hence for any projective P ∈ C, F (P )
cannot contain a nonzero projective object as a direct summand. However, let Q be
a projective object of D. Then, since F is surjective, there exists an object X ∈ C
such that Q is a subquotient of F (X). Since any X is a quotient of a projective
object, and F is exact, we may assume that X = P is projective. So Q occurs as a
subquotient in F (P ). As Q is both projective and injective, it is actually a direct
summand in F (P ). Contradiction.

Thus, pi = 0 and F (Pi) are projective. �

Exercise 6.1.17. A quasi-Hopf subalgebra of a quasi-Hopf algebra H is a unital
subalgebra K ⊂ H which is closed under the coproduct, counit, and antipode, and
such that the associator and its inverse belong to K⊗3. Show that a quasi-Hopf
subalgebra of a semisimple quasi-Hopf algebra is semisimple (over a field of any
characteristic).

Hint: Apply Theorem 6.1.16 to the restriction functor and the trivial represen-
tation.

6.2. Categorical freeness

Let C, D be finite tensor categories and let F : C → D be a surjective quasi-
tensor functor. Let RC , RD denote the regular objects of C and D, see Defini-
tion 6.1.6.

Theorem 6.2.1. We have

(6.5) F (RC) =
FPdim(C)
FPdim(D)RD.

Proof. By Theorem 6.1.16, F (RC) is a virtually projective object. Thus,
F (RC) must be proportional to RD, since both (when written in the basis Pi) are
eigenvectors of a matrix with strictly positive entries with its Frobenius-Perron
eigenvalue, see Theorem 3.2.1(ii). (For this matrix we may take the matrix of
multiplication by F (X), where X is such that F (X) contains as composition factors
all simple objects of D; such a matrix exists by the surjectivity of F ). The coefficient
is obtained by computing the Frobenius-Perron dimensions of both sides. �
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Corollary 6.2.2. In the above situation, one has FPdim(C) ≥ FPdim(D), and
FPdim(D) divides FPdim(C) in the ring of algebraic integers. In fact,

(6.6)
FPdim(C)
FPdim(D) =

∑
i

FPdim(Xi) dimk HomD(F (Pi),1D),

where Xi runs over simple objects of C.

Proof. The statement is obtained by comparing the dimensions of
HomD(X, 1D) where X is taken to be the left (respectively, right) side of (6.5). �

Remark 6.2.3. Note that in the case when C is semisimple (i.e., a fusion
category), and thus Gr(C) is a fusion ring, Corollary 6.2.2 reduces to Proposition
3.3.13(3).

Lemma 6.2.4. Let I : D → C be the right adjoint to F . For any object X ∈ D
one has

FPdim(I(X)) =
FPdim(C)
FPdim(D) FPdim(X).

Proof. We compute:

FPdim(I(X)) =
∑

V ∈O(C)
FPdim(V )[I(X) : V ]

=
∑

V ∈O(C)
FPdim(V ) dimk HomC(P (V ), I(X))

= dimk HomC(RC, I(X))

=
FPdim(C)
FPdim(D) dimk HomD(RD, X)

=
FPdim(C)
FPdim(D) FPdim(X),

where we used (1.7) and Theorem 6.2.1. Note that dimk HomD(RD, X) is well
defined since RD is a virtual projective object. �

Suppose now that C is integral, i.e., by Proposition 6.1.14, it is the represen-
tation category of a quasi-Hopf algebra H. In this case, RC is an honest (not only
virtual) projective object of C, namely the free rank 1 module over H. Therefore,
multiples of RC are free H-modules of finite rank, and vice versa.

Then Theorem 6.1.16 and the fact that F (RC) is proportional to RD implies
the following categorical freeness result.

Corollary 6.2.5. If C is integral, and F : C → D is a surjective quasi-tensor

functor then D is also integral, and the object F (RC) is free of rank FPdim(C)
FPdim(D) (which

is an integer).

Proof. The Frobenius-Perron dimensions of simple objects of D are coordi-
nates of the unique eigenvector of the positive integer matrix of multiplication by
F (RC) with integer eigenvalue FPdim(C), normalized so that the component of 1
is 1. Thus, all coordinates of this vector are rational numbers, hence integers (be-
cause they are algebraic integers). This implies that the category D is integral.
The second statement is clear from the above. �
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Corollary 6.2.6. A finite dimensional quasi-Hopf algebra H is a free module
over its quasi-Hopf subalgebra B. In particular dimH is divisible by dimB.

For Hopf algebras, this is the famous theorem of Nichols and Zoeller, [NicZ].

Corollary 6.2.7. Let G := G(H) be the group of grouplike elements of a
finite dimensional Hopf algebra H. Then G is linearly independent in H, i.e., kG
is a Hopf subalgebra of H. Moreover, the order of G divides the dimension of H.
In particular, the order of any grouplike element of H divides the dimension of H.

Proof. Consider the natural Hopf algebra homomorphism φ : kG → H. Let
B be the image of φ. Then we have a Hopf algebra inclusion φ∗ : B∗ → Fun(G,k).
Thus, B∗ is commutative and semisimple, so B∗ = Fun(K,k) for some finite group
K, and we have a surjective group homomorphism G → K. This homomorphism
is in fact the restriction of φ, so it must be an isomorphism (as φ|G is injective by
definition). Thus φ is injective, and B ∼= kG. So by Corollary 6.2.6, the order of G
divides dimH. The last statement is just Lagrange’s theorem for finite groups. �

6.3. Injective and surjective tensor functors

Let F : C → D be a tensor functor from a finite tensor category C to a tensor
category D. By Proposition 1.8.19, the image ImF is a finite abelian category. Also,
ImF is clearly a tensor category. Thus, ImF is a finite tensor category which is a
full tensor subcategory of D.

The notions of injective and surjective additive functors were introduced in
Definition 1.8.3.

Proposition 6.3.1. Let F : C → D be an injective tensor functor from a finite
to a locally finite tensor category. Then F sends simple objects to simple ones.

Proof. Let Q be an indecomposable projective object in ImF . Then there
existsX ∈ C such that Q = F (X). Indeed, we can find X ′ such that F (X ′) contains
Q as a subquotient. Since Q is both projective and injective by Proposition 6.1.3,
Q is a direct summand of F (X ′). Since F is fully faithful, there exists a direct
summand X of X ′ such that F (X) = Q.

Now let X ∈ C be such that F (X) = Q is indecomposable projective. Then X
is indecomposable projective. Indeed, X is a quotient of some projective object P ′,
so Q is a quotient of F (P ′). Since Q is projective, it is a direct summand of F (P ′).
Since F is fully faithful, there is an indecomposable summand P ′′ of P ′ such that
F (P ′′) = Q; clearly, P ′′ is isomorphic to X.

Thus the indecomposable projectives of ImF are precisely the images of inde-
composable projectives in C under F (by Theorem 6.1.16 applied to F : C → ImF ).
Let Xi ∈ C be the simple objects, and Pi the projective covers of Xi. Then
dimHom(Pj , Xi) = δij . Hence dimHom(F (Pj), F (Xi)) = δij . Thus, the set of
the composition factors of F (Xi) contains exactly one simple object. In other
words, F (Xi) is simple. �

Remark 6.3.2. Note that Proposition 6.3.1 is a statement solely about tensor
categories, and it fails for non-tensor exact injective functors between finite abelian
categories. For example, let C be the category of finite dimensional modules over the
algebra of 2 by 2 matrices, and D be the category of finite dimensional modules over
the subalgebra of upper triangular 2 by 2 matrices. Then the restriction functor
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F : C → D is exact and injective, but it maps the simple 2-dimensional module to
a non-simple module.

Proposition 6.3.3. Let C and D be finite tensor categories and let F : C →
D be an injective tensor functor. Then FPdim(C) ≤ FPdim(D). The equality is
achieved if and only if F is an equivalence.

Proof. We may assume that C is a tensor subcategory of D. Let X be a
simple object of C. Then by Proposition 6.3.1, X is also a simple object of D. Let
PC(X), PD(X) be the projective covers of X in C, D. Then we have projections
aC : PC(X) → X, aD : PD(X) → X (in C, D, respectively), and there exists a
morphism b : PD(X) → PC(X) such that aC ◦ b = aD. We claim that b is onto.
Indeed, assume the contrary. Let L be a simple quotient of the cokernel of b, and f
a projection PC(X)→ L. It is clear that L = X and f is proportional to aC . But
this is a contradiction, since f ◦ b = 0.

Thus, FPdim(PD(X)) ≥ FPdim(PC(X)). This implies the first statement of the
proposition.

Let us now prove the second statement. The equality FPdim(C) = FPdim(D)
implies that 1) all simple objects of D are also contained in C, and 2) b is an
isomorphism, i.e., PC(X) = PD(X) (i.e., C is a Serre subcategory of D, see Defini-
tion 4.14.1). This implies that C = D. �

Proposition 6.3.4. Let C and D be finite tensor categories and let F : C →
D be a surjective tensor functor. Then FPdim(C) ≥ FPdim(D). The equality is
achieved if and only if F is an equivalence.

Proof. The first statement has already been proved, so let us prove the sec-
ond one. Let Xi, Pi, j = 1, . . . , n be the simple and projective objects in C,
and X ′

j , P
′
j , j = 1, . . . ,m the simple and projective objects in D. Let di, d

′
j be

the Frobenius-Perron dimensions of Xi, X
′
j . We have F (Xi) =

∑
j aijX

′
j (in the

Grothendieck group Gr(C)), and F (Pi) = ⊕jbjiP
′
j (in K0(C)). From the first equa-

tion we get di =
∑

aijd
′
j , and since F (RC) = RD, from the second equation we get∑

bjidi = d′j , So if d, d′ are the vectors with entries di, d
′
j , and A, B matrices with

entries aij , bji, respectively, then Ad′ = d, Bd = d′. Thus, ABd = d.
Now, the functor F is faithful. Hence, HomD(F (Pi), F (Xi)) 	= 0. But the

dimension of this space is
∑

j aijbji = (AB)ii. Hence the diagonal entries of AB
are ≥ 1. Since ABd = d, the entries of d are positive, and the entries of AB are
non-negative, we conclude that AB = 1.

We will now show that n ≥ m. This will imply that BA = 1. Since AB = 1,
for any i there exists a unique j such that aijbji 	= 0; call it j(i). It suffices to show
that for any j there exists i such that j = j(i). Assume the contrary, i.e., some
j 	= j(i) for any i. Then aijbjk = 0 for all i, k. Choose i so that X ′

j is contained as
a constituent in F (Xi) (it must exist as F is surjective). Then aij 	= 0, so bjk = 0
for all k. This means that P ′

j is not a direct summand of F (Pk) for any k, i.e., is
not a subquotient of F (Q) for any projective object Q. This is a contradiction with
the surjectivity of F .

Thus AB = 1, BA = 1. This means that A is a permutation matrix, and
B = A−1. This easily implies that F is an equivalence. �

Now let F : C → D be any tensor functor between finite abelian categories. The
functor F is naturally written as a composition of two tensor functors: F = Fi ◦Fs,
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where Fs : C → ImF is surjective, and Fi : ImF → D is injective. Clearly, F is
surjective if and only if Fi is an equivalence, and F is injective if and only if Fs is
an equivalence.

Corollary 6.3.5. Let F : C → D be a tensor functor between finite tensor
categories.

(i) FPdim(ImF ) = FPdim(C) if and only if F is injective.
(ii) FPdim(ImF ) = FPdim(D) if and only if F is surjective.

Proof. (i) follows from Proposition 6.3.3 and (ii) follows from Proposition
6.3.4. �

Corollary 6.3.6. Suppose that a tensor functor F : C → D between finite
tensor categories factors through a finite tensor category E , such that FPdim(E) <
min(FPdim(C), FPdim(D)). Then F is neither surjective nor injective.

Proof. We have F = F1 ◦ F2, F2 : C → E , F1 : E → D. Clearly, ImF is a
tensor subcategory in ImF1, so FPdim(ImF ) ≤ FPdim(ImF1) ≤ FPdim(E). Thus, by
Proposition 6.3.5, F is neither surjective nor injective. �

6.4. The distinguished invertible object

Let C be a finite tensor category with simple objects Xi, i ∈ I. Let Pi denote
the projective cover of Xi. Since duals to projective objects are projective, we can
define a map D : I → I such that P ∗

i = PD(i). It is clear that D
2(i) = i∗∗.

Let 0 be the label for the unit object. Let ρ = D(0). (In other words, ∗Xρ is
the socle of P0 = P (1)). We have

HomC(P
∗
i , Xj) = HomC(1, Pi ⊗Xj) = HomC(1, ⊕kN

i
kj∗Pk).

This space has dimension N i
ρj∗ . Thus we get

N i
ρj∗ = δD(i),j .

Let now Xρ be the corresponding simple object. By Proposition 6.1.2, we have

X∗
ρ ⊗ Pm

∼= ⊕kN
m
ρkPk

∼= PD(m)∗ .

Lemma 6.4.1. Xρ is an invertible object.

Proof. The last equation implies that the matrix of action of Xρ∗ on projec-
tives is a permutation matrix. Hence, the Frobenius-Perron dimension of Xρ∗ is 1,
hence, Xρ is invertible by Corollary 3.3.10. �

Lemma 6.4.2. One has: PD(i) = P∗i ⊗Xρ; XD(i) = X∗i ⊗Xρ.

Proof. It suffices to prove the first statement. Therefore, our job is to show
that dimk HomC(P

∗
i , Xj) = dimk HomC(P∗i, Xj ⊗ Xρ∗). The left hand side was

computed before, it is N i
ρj∗ . On the other hand, the right hand side is N

∗i
j,ρ∗ (we

use that ρ∗ = ∗ρ for an invertible object ρ). These numbers are equal by the
properties of duality, so we are done. �

Corollary 6.4.3. Pi∗∗ = X∗
ρ ⊗ P∗∗i ⊗Xρ and Xi∗∗ = X∗

ρ ⊗X∗∗i ⊗Xρ.

Proof. Again, it suffices to prove the first statement. We have

Pi∗∗ = P ∗∗
i = (P∗i ⊗Xρ)

∗ = X∗
ρ ⊗ P ∗

∗i = X∗
ρ ⊗ P∗∗i ⊗Xρ

by Lemma 6.4.2. �
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Definition 6.4.4. Xρ is called the distinguished invertible object of C.

We see that for any i, the socle of Pi is X̂i := X∗
ρ ⊗∗∗ Xi = X∗∗

i ⊗X∗
ρ . This

implies the following result.

Corollary 6.4.5. Any finite dimensional quasi-Hopf algebra H is a Frobenius
algebra, i.e., H is isomorphic to H∗ as a left H-module.

Proof. It is easy to see that a Frobenius algebra is a quasi-Frobenius algebra
(i.e., a finite dimensional algebra for which projective and injective modules coin-
cide) in which the socle of every indecomposable projective module has the same
dimension as its cosocle (i.e., the simple quotient). As follows from the above, these
conditions are satisfied for finite dimensional quasi-Hopf algebras (namely, the first
condition follows from Proposition 6.1.3, and the second condition follows from the
fact that Xρ is 1-dimensional). �

Remark 6.4.6. An alternative characterization of the distinguished object Xρ

will be given in Theorem 7.18.7.

6.5. Integrals in quasi-Hopf algebras and unimodular categories

Definition 6.5.1. A left integral in an algebra H with a counit (i.e., a charac-
ter) ε : H → k is an element I ∈ H such that xI = ε(x)I for all x ∈ H. Similarly,
a right integral in H is an element I ∈ H such that Ix = ε(x)I for all x ∈ H.

Note that any antiautomorphism of H preserving the counit (e.g., an antipode
of a quasi-Hopf algebra) maps left integrals to right integrals, and vice versa.

Remark 6.5.2. Let H be the convolution algebra of compactly supported dis-
tributions on a locally compact topological group (e.g., a Lie group) G. This algebra
has a counit ε defined by ε(ξ) = ξ(1). Let dg be a right-invariant Haar measure on
G. Then the distribution I(f) =

∫
G
f(g)dg (which is compactly supported, i.e., lies

in H, if and only if G is compact) is a right integral in the sense that I ∗ψ = ε(ψ)I
for any ψ ∈ H (it is also a left integral if and only if G is unimodular, which is
always true if G is compact). This motivates the terminology.

Note that this example makes sense for a finite group G over any field k. In
this case, H = kG, and I =

∑
g∈G g is both a left and a right integral.

Proposition 6.5.3. Any finite dimensional quasi-Hopf algebra admits a unique
nonzero left integral up to scaling and a unique nonzero right integral up to scaling.

Proof. It suffices to prove the statement for left integrals (for right integrals
the statement is obtained by applying the antipode). A left integral is the same
thing as a homomorphism of left H-modules k→ H. Since H is Frobenius, this is
the same as a homomorphism k → H∗, i.e., a homomorphism H → k. But such
homomorphisms are just multiples of the counit. �

Example 6.5.4. Let H be the Taft Hopf algebra of dimension n2 (Example
5.5.6). Then the element I� := (1 + g + ...+ gn−1)xn−1 is a left integral, and Ir :=
xn−1(1 + g + ...+ gn−1) is a right integral (both are nonzero and not proportional
to each other).

Note that the space of left integrals of an algebra H with a counit is a right
H-module (indeed, if I is a left integral, then so is Iy for all y ∈ H). Thus, for
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finite dimensional quasi-Hopf algebras, we obtain a character α : H → k, such that
Ix = α(x)I for all x ∈ H. This character is called the distinguished character of H.

Proposition 6.5.5. Let H be a finite dimensional quasi-Hopf algebra, and
C = Rep(H). Then Xρ coincides with the distinguished character α.

Proof. Let I be a nonzero left integral in H. We have xI = ε(x)I and
Ix = α(x)I. This means that for any V ∈ C, I defines a morphism from V ⊗ α−1

to V given by v 
→ Iv.
The element I belongs to the submodule Pi of H, whose socle is the trivial

H-module. Thus, P ∗
i = P (1), and hence by Lemma 6.4.2, i = ρ. Thus, I defines

a nonzero (but rank 1) morphism Pρ ⊗ α−1 → Pρ. The image of this morphism,
because of rank 1, must be X0 = 1, so 1 is a quotient of Pρ ⊗ α−1, and hence α is
a quotient of Pρ. Thus, α = Xρ, and we are done. �

Proposition 6.5.6. The following conditions on a finite dimensional quasi-
Hopf algebra H are equivalent:

(i) H is semisimple,
(ii) ε(I) 	= 0 (where I is a left integral in H),
(iii) I2 	= 0,
(iv) I can be normalized to be an idempotent.

Proof. (ii) implies (i): If ε(I) 	= 0 then k = 1 is a direct summand in H as
a left H-module. This implies that 1 is projective, hence Rep(H) is semisimple
(Corollary 4.2.13).

(i) implies (iv): If H is semisimple, the integral is a multiple of the projector
to the trivial representation, so the statement is obvious.

(iv) implies (iii): obvious.
(iii) implies (ii): clear, since I2 = ε(I)I. �

Definition 6.5.7. A finite tensor category C is unimodular if Xρ = 1. A
finite dimensional quasi-Hopf algebra H is unimodular if Rep(H) is a unimodular
category, i.e., if left and right integrals in H coincide.

Remark 6.5.8. This terminology is motivated by the notion of a unimodular
Lie group, which is a Lie group on which a left invariant Haar measure is also right
invariant, and vice versa.

Remark 6.5.9. Every semisimple finite tensor category is automatically uni-
modular. In particular, if H is a semisimple quasi-Hopf algebra, then α = ε, and
any left integral in H is a right integral and vice versa.

Exercise 6.5.10. (i) Let H be the Nichols Hopf algebra of dimension
2n+1 (Example 5.5.8). Find the projective covers of simple objects, the
distinguished invertible object, and show that H is not unimodular. In
particular, Sweedler’s finite dimensional Hopf algebra is not unimodular.

(ii) Do the same if H is the Taft Hopf algebra (Example 5.5.6).
(iii) Let H = uq(sl2) be the small quantum group at a root of unity q of

odd order (see Section 5.6). Show that H is unimodular, but H∗ is not.
Find the distinguished character of H∗ (i.e., the distinguished grouplike
element of H). What happens for the corresponding graded Hopf algebra
gr(H)?
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6.6. Degeneracy of the Cartan matrix

Let C be a finite tensor category. Let Xi, Pi, i ∈ I be the simple objects in C
and their projective covers. Let Cij = [Pi : Xj ] be the entries of the Cartan matrix
of C, see Definition 1.8.14.

Theorem 6.6.1. Suppose that C is not semisimple, and admits an isomorphism
of additive functors u : idC → ∗∗. Then the Cartan matrix C is degenerate over the
ground field k.

Proof. Let dim(V ) = TrLV (u) be the dimension function defined by the (left)
categorical trace of u. This function is additive on exact sequences, so it is a linear
functional on Gr(C).

On the other hand, the dimension of every projective object P with respect to
this function is zero. Indeed, the dimension of P is the composition of maps

1
evP−−→ P ⊗ P ∗ u⊗idP∗−−−−−→ P ∗∗ ⊗ P ∗ coevP∗−−−−→ 1.

If this map is nonzero then 1 is a direct summand in P ⊗ P ∗, which is projective.
Thus 1 is projective, So C is semisimple by Corollary 4.2.13. Contradiction.

Since the dimension of the unit object 1 is not zero, 1 is not a linear combination
of projective objects in the Grothendieck group tensored with k. This means that
the linear endomorphism of Gr(C) given by C is not surjective. �
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6.1. For the results in this section, see [EtO1].
6.2. The results in this section were proved in [EtO1]. Corollary 6.2.5 for the
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used; it is due to Nichols and Zoeller [NicZ]. Corollary 6.2.6 is due to Schauenburg
[Schau3].

6.3. The results in this section are taken from [EtO1].
6.4. The distinguished character for finite tensor categories was first intro-
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algebras, it was studied in by Haussner and Nill [HaN]. For Hopf algebras, the
distinguished character of H is the same as the distinguished grouplike element
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6.5. For the theory of integrals in Hopf algebras see the original paper by Larson
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CHAPTER 7

Module categories

We have seen that the notion of a tensor category categorifies the notion of a
ring. In a similar way, the notion of a module category categorifies the notion of a
module over a ring. In this section we will develop a systematic theory of module
categories over tensor categories. This theory is interesting by itself, but is also
crucial for understanding the structure of tensor categories, similarly to how the
study of modules is important in understanding the structure of rings.

We will begin with a discussion of module categories over general monoidal
categories, and then pass to the k-linear case.

7.1. The definition of a module category

Let C = (C, ⊗, 1, a, l, r) be a monoidal category.

Definition 7.1.1. A left module category over C is a category M equipped
with an action (or module product) bifunctor ⊗ : C × M → M and a natural
isomorphism

(7.1) mX,Y,M : (X ⊗ Y )⊗M
∼−→ X ⊗ (Y ⊗M), X, Y ∈ C, M ∈M,

called module associativity constraint such that the functor M 
→ 1⊗M :M→M
is an autoequivalence, and the pentagon diagram:

(7.2) ((X ⊗ Y )⊗ Z)⊗M

aX,Y,Z⊗idM

������
����

����
��� mX⊗Y,Z,M

�����
����

����
����

(X ⊗ (Y ⊗ Z))⊗M

mX,Y ⊗Z,M

��

(X ⊗ Y )⊗ (Z ⊗M)

mX,Y,Z⊗M

��

X ⊗ ((Y ⊗ Z)⊗M)
idX ⊗mY,Z,M

�� X ⊗ (Y ⊗ (Z ⊗M))

is commutative for all objects X,Y, Z in C and M inM.

Clearly, this definition categorifies the notion of a module over a monoid.
In a similar way one defines a right C-module category. Namely, a right C-

module category is the same thing as a left Cop-module category. By a module
category we will always mean a left module category unless otherwise specified.

Similarly to the case of monoidal categories, for any C-module categoryM, one
has a canonical functorial unit isomorphism of a module category

(7.3) lM : 1⊗M
∼−→M,

called the unit constraint, and one can give the following equivalent definition of a
module category, making this isomorphism a part of the data.

131
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Definition 7.1.2. A left module category over C is a category M equipped
with a bifunctor ⊗ : C ×M → M and natural isomorphisms (7.1) and (7.3) such
that the pentagon diagram (7.2) and the triangle diagram:

(7.4) (X ⊗ 1)⊗M
mX,1,M

��

rX⊗idM ����
���

���
���

X ⊗ (1⊗M)

idX ⊗lM�����
���

���
��

X ⊗M

commute for all X ∈ C, M ∈M.

We leave it to the reader to establish the equivalence of the two definitions;
this is entirely parallel to the case of monoidal categories, cf. Section 2.1.

The following proposition gives an alternative definition of a module category.
LetM be a category. Consider the category End(M) of endofunctors ofM. As we
have seen in Example 2.3.12, End(M) is a monoidal category.

Proposition 7.1.3. There is a bijective correspondence between structures of
a C-module category onM and monoidal functors F : C → End(M).

Proof. Let F : C → End(M) be a monoidal functor with the monoidal struc-

ture JX,Y : F (X) ◦ F (Y )
∼−→ F (X ⊗ Y ), see Definition 2.4.1. Set

X ⊗M := F (X)(M), X ∈ C, M ∈M,

and define the associativity constraint m ofM using the monoidal structure of F :

mX,Y,M : (X ⊗ Y )⊗M = F (X ⊗ Y )(M)
J−1
X,Y−−−→ F (X)(F (Y )(M)) = X ⊗ (Y ⊗M),

for all X,Y ∈ C, M ∈ M. Conversely, let M be a module category over C. Then
for any X ∈ C we have the functor M 
→ X ⊗M of left tensor multiplication by X.
Thus we have a functor F : C → End(M). Using the associativity isomorphism m
ofM, one defines a monoidal structure on F :

(JX,Y )M : F (X)(F (Y )(M)) = X⊗(Y ⊗M)
m−1

X,Y,M−−−−−→ (X⊗Y )⊗M = F (X⊗Y )(M).

Note that under the above correspondence the hexagon diagram (2.23) for the
monoidal structure on F corresponds to the pentagon diagram (7.2). This is because
one of the sides of the hexagon (2.23) disappears due to the fact that the category
End(M) is strict, so its associativity constraint is the identity. �

Clearly, Proposition 7.1.3 categorifies the fact in elementary algebra that a
module over a ring is the same thing as a representation.

Definition 7.1.4. A module subcategory N of a C-module categoryM is a full
subcategory N ⊂M which is closed under the action of C.

Remark 7.1.5. Let C be a rigid monoidal category, and let M be a right C-
module category. LetM∨ be the category dual toM. ThenM∨ is a left C-module
category with the C-action � : C ×M∨ → M∨ given by X �M := M ⊗ ∗X and
the associativity constraint given by

(X⊗Y )�M = M⊗∗(X⊗Y ) ∼= M⊗(∗Y ⊗∗X)
∼−→ (M⊗∗Y )⊗∗X = X�(Y �M),

for all X, Y ∈ C, M ∈ M∨, where the middle arrow is the associativity constraint
of M. Similarly, if N is a left C-module category, then N∨ is a right C-module
category, with the C-action � given by N �X := X∗ ⊗N .
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Analogously, for a right C-module category M we can define the left module
category ∨M, which is dual to M as a category, with the left action of C defined
by X � M := M ⊗ X∗, and likewise for left module categories. Then we have
∨(M∨) ∼= (∨M)∨ ∼= M, but (M∨)∨ (which is the twist of M by the tensor
autoequivalence X 
→ X∗∗ of C) is, in general, not equivalent toM as a C-module
category.

Proposition 7.1.6. Let C be a rigid monoidal category and let M be a C-
module category. There is a canonical isomorphism

(7.5) HomM(X∗ ⊗M, N)
∼−→ HomM(M, X ⊗N)

natural in X ∈ C and M, N ∈M.

Proof. This is completely parallel to Proposition 2.10.8. �

Thus, if C is rigid, the endofunctor M 
→ X∗ ⊗M :M→M is a left adjoint
to M 
→ X ⊗M and M 
→ ∗X ⊗M is a right adjoint to M 
→ X ⊗M .

Let us also define a notion of a bimodule category over a pair of monoidal
categories.

Definition 7.1.7. Let C,D be monoidal categories. A (C,D)-bimodule category
is a categoryM that has left C-module and right D-module category structures with
modules associativity constraints mX,Y,M : (X ⊗ Y ) ⊗M

∼−→ X ⊗ (Y ⊗M) and

nM,W,Z : M ⊗ (W ⊗ Z)
∼−→ (M ⊗W ) ⊗ Z respectively, compatible by a collection

of natural isomorphisms bX,M,Z : (X ⊗M) ⊗ Z
∼−→ X ⊗ (M ⊗ Z) called middle

associativity constraints such that the diagrams

((X ⊗ Y )⊗M)⊗ Z

bX⊗Y,M,Z

�����
����

����
����mX,Y,M⊗idZ

������
����

����
���

(X ⊗ (Y ⊗M))⊗ Z

bX,Y ⊗M,Z

��

(X ⊗ Y )⊗ (M ⊗ Z)

mX,Y,M⊗Z

��

X ⊗ ((Y ⊗M)⊗ Z)
idX ⊗bY,M,Z

�� X ⊗ (Y ⊗ (M ⊗ Z)

and

X ⊗ (M ⊗ (W ⊗ Z))

idX ⊗nM,W,Z

������
����

����
����

X ⊗ ((M ⊗W )⊗ Z) (X ⊗M)⊗ (W ⊗ Z)

bX,M,W⊗Z

������������������

nX⊗M,W,Z

��

(X ⊗ (M ⊗W ))⊗ Z

bX,M⊗W,Z

��

((X ⊗M)⊗W )⊗ Z
bX,M,W⊗idZ

��

commute for all X, Y ∈ C, Z, W ∈ D, and M ∈M.
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7.2. Module functors

Definition 7.2.1. Let M and N be two module categories over C with as-
sociativity constraints m and n, respectively. A C-module functor from M to N
consists of a functor F :M→N and a natural isomorphism

sX,M : F (X ⊗M)→ X ⊗ F (M), X ∈ C, M ∈M,

such that the following diagrams
(7.6)

F ((X ⊗ Y )⊗M)
F (mX,Y,M )

������
����

����
����

�
sX⊗Y,M

��			
				

				
				

		

F (X ⊗ (Y ⊗M))

sX,Y ⊗M

��

(X ⊗ Y )⊗ F (M)

nX,Y,F (M)

��

X ⊗ F (Y ⊗M)
idX ⊗sY,M

�� X ⊗ (Y ⊗ F (M))

and

(7.7) F (1⊗M)
s1,M

��

F (lM )

����
���

���
��

1⊗ F (M)
lF (M)

��















F (M)

commute for all X,Y ∈ C and M ∈M.
A C-module equivalence F :M→N of C-module categories is a module functor

(F, s) fromM to N such that F is an equivalence of categories.

Clearly, the notion of a C-module functor categorifies that of a homomorphism
of modules over a ring.

Let M1, M2 be two module categories over a monoidal category C, and let
(F, s), (G, t) be two module functorsM1 →M2.

Definition 7.2.2. A morphism of C-module functors from (F, s) to (G, t)
is a natural transformation ν between F and G such that the following diagram
commutes for any X ∈ C and M ∈M:

(7.8) F (X ⊗M)
sX,M

��

νX⊗M

��

X ⊗ F (M)

νX⊗idM

��

X ⊗G(M)
tX,M

�� G(X)⊗M.

It is easy to see that C-module functors between M1 and M2 with module
functor morphisms introduced above form a category.

Exercise 7.2.3. Let M, N , L be C-module categories and let F1 : M → N
and F2 : N → L be C-module functors. Show that the composition F2 ◦ F1 has a
canonical structure of a C-module functor.

Remark 7.2.4. Similarly to the case of monoidal categories, one can prove an
analog of Mac Lane’s strictness theorem for module categories stating that positions
of brackets are, essentially, immaterial, see Section 2.8. We leave it to the reader
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to state and prove this theorem. Hence, one can assume without loss of generality
that 1⊗M = M and lM = idM for all M ∈M. We will often do so from now on.

Remark 7.2.5. Note that in the strict case diagram (7.7) reduces to the con-
dition that s1,M = idF (M).

7.3. Module categories over multitensor categories

We will be interested in module categories over multitensor categories (defined
over a field k), see Definition 4.1.1. In this case, we would like to consider module
categories with an additional structure of an abelian category.

Let C be a multitensor category over k.

Definition 7.3.1. A module category over C (or C-module category) is a locally
finite abelian categoryM over k which is equipped with a structure of a C-module
category, such that the module product bifunctor ⊗ : C ×M → M is bilinear on
morphisms and exact in the first variable.

Exercise 7.3.2. Show that the module product ⊗ : C ×M → M is always
exact in the second variable.

Let Endl(M) be the category of left exact functors fromM toM. This is an
abelian category. (Namely, if M is the category of finite dimensional comodules
over a coalgebra C then Endl(M) is equivalent to a full subcategory of the category
of C-bicomodules, via F 
→ F (C); note that F (C) is well defined, since F , being
left exact, commutes with direct limits, and thus extends to the ind-completion of
M).

Proposition 7.3.3. There is a bijection between structures of a C-module ca-
tegory onM and tensor functors F : C → Endl(M).1

Proof. The proof is the same as that of Proposition 7.1.3. �
We will also need to consider module functors between module categories over

multitensor categories. Unless otherwise specified, we will consider only left exact
module functors, referring to them just as “module functors”.

There is an obvious construction of the direct sum of module categories.

Proposition 7.3.4. Let M1,M2 be two module categories over C. Then the
category M = M1 ⊕M2 with module product, associativity constraints, and the
unit constraints being sums of those ofM1 and M2 is a module category over C.

Proof. Obvious. �
Definition 7.3.5. The module category M is called the direct sum of the

module categoriesM1 andM2.

Definition 7.3.6. We will say that a module categoryM over C is indecom-
posable if it is not equivalent to a nontrivial direct sum of module categories (that
is, withM1,M2 nonzero).

1The category EndC(M) is not, in general, a multiring category, so we use the term
“tensor functor” in a broader sense (meaning an exact monoidal functor). Also, note that for any
X ∈ C, F (X) is dualizable, i.e., has left and right duals of all orders, so we also have that
F : C → Endr(M), where Endr(M) is the category of right exact end functors of M. In other
words, F (X) is exact for any X ∈ C.

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms
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7.4. Examples of module categories

The following are some basic examples of module categories.

Example 7.4.1. Any (multi)tensor category C is a module category over itself:
the module product is the tensor product of C and m = a is the associativity
constraint of C. This module category can be considered as a categorification of
the regular representation of an algebra.

More generally, if D ⊂ C is a (multi)tensor subcategory of C then C is a D-
module category.

Example 7.4.2. Let C be a multitensor category. Then one considersM = C
as a module category over C � Cop via (X � Y ) ⊗ Z := X ⊗ Z ⊗ Y . (This can
be extended to the entire category C � Cop by resolving objects of this category
by injective �-decomposable objects). The associativity and unit constraints for
this category are defined using associativity and unit constraints in C. This module
category corresponds to the algebra considered as a bimodule over itself.

Exercise 7.4.3. Let C,D be multitensor categories. A (C,D)-bimodule category
is a module category over Deligne’s tensor product C �Dop.

Exercise 7.4.4. Let M be a (C,D)-bimodule category. Show that the dual
category M∨ is a (D, C)-bimodule category. (The left and right module category
structures onM∨ were defined in Remark 7.1.5).

Example 7.4.5. Let C be a multitensor category and let C =
⊕

i,j Cij be

its decomposition into components (see Remark 4.3.4). Then obviously Cij is a
(Cii, Cjj)-bimodule category.

Example 7.4.6. Let us study when the simplest categoryM = Vec is a module
category over a tensor category C. Obviously EndC(M) = Vec as a tensor category.
Hence by Proposition 7.1.3 the structures of the module category over C on M
are in a natural bijection with tensor functors F : C → Vec, that is, with fiber
functors. Thus the theory of module categories can be considered as an extension
of the theory of fiber functors.

Example 7.4.7. Let F : C → D be a tensor functor. Then M = D has a
structure of a module category over C with X ⊗ Y := F (X)⊗ Y .

Exercise 7.4.8. Define the associativity and unit constraints in Example 7.4.7
using the tensor structure of the functor F and verify the axioms.

Example 7.4.9. Let G be a finite group and let L ⊂ G be a subgroup. Since
the restriction functor Res : Rep(G) → Rep(L) is a tensor functor, we conclude
from Example 7.4.7 that Rep(L) is a module category over C = Rep(G).

More generally, let ψ ∈ Z2(L, k×) be a 2-cocycle on L. By definition, a pro-
jective representation of L on a vector space V with the Schur multiplier ψ is a
map ρ : L → GL(V ) such that ρ(g) ◦ ρ(h) = ψ(g, h)ρ(gh) for all g, h ∈ L. Let
Repψ(L) denote the abelian category of projective representations of L with the
Schur multiplier ψ. These representations are the same as representations of the
twisted group algebra kLψ with multiplication

g · h = ψ(g, h) gh, g, h ∈ L.
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The usual tensor product and usual associativity and unit constraints endow
Repψ(L) with the structure of a Rep(G)-module category. We will see in Corol-
lary 7.12.20 that all semisimple indecomposable Rep(G)-module categories are of
this form.

Example 7.4.10. Let C = VecG, where G is a group. In this case, a module
categoryM over C is an abelian categoryM with a collection of autoequivalences

Fg : M 
→ δg ⊗M :M→M,

together with a collection of tensor functor isomorphisms

ηg,h : Fg ◦ Fh → Fgh, g, h ∈ G,

satisfying the 2-cocycle relation: ηgh,k ◦ ηgh = ηg,hk ◦ ηhk as natural isomorphisms

Fg ◦ Fh ◦ Fk
∼−→ Fghk for all g, h, k ∈ G.

Recall from Definition 2.7.1 that such data is called an action of G onM. So,
module categories over VecG is the same thing as abelian categories with an action
of G.

Let us describe indecomposable semisimple VecG-module categories explicitly.
In any such category M the set of simple objects is a transitive G-set X = G/L,
where a subgroup L ⊂ G is determined up to a conjugacy. Let us view the group
of functions Fun(G/L, k×) as the coinduced module CoindGL k×. The VecG-module
associativity constraint onM defines a function

Ψ : G×G→ CoindGL k×,

by Ψ(x, y, b) = mx,y,y−1x−1b. It is easy to see that the pentagon axiom (7.2) implies

that Ψ ∈ Z2(G, CoindGL k×). Clearly, the equivalence class of Ψ depends only

on the cohomology class of M in H2(G, CoindGL k×). By Shapiro’s Lemma the
restriction map

Z2(G, CoindGL k×)→ Z2(L, k×) : Ψ 
→ ψ

induces an isomorphism H2(G, CoindGL k×)
∼−→ H2(L, k×).

Thus, an indecomposable VecG-module category is determined by a pair (L, ψ),
where L ⊂ G is a subgroup and ψ ∈ H2(L, k×). Let M(L, ψ) denote the corre-
sponding category.

Exercise 7.4.11. Show that VecG-module categoriesM(L, ψ) andM(L′, ψ′)
are equivalent if and only if there is g ∈ G such that L′ = gLg−1 and ψ′ is
cohomologous to ψg in H2(L′, k×), where ψg(x, y) := ψ(gxg−1, gyg−1) for all
x, y ∈ L. Here we abuse notation and identify ψ and ψ′ with cocycles representing
them.

Remark 7.4.12. Note that indecomposable Rep(G)-module categories in Ex-
ample 7.4.9 and indecomposable VecG-module categories in Example 7.4.10 are
parametrized by the same set of data. We will see in Section 7.16 below that this
is not merely a coincidence.

Example 7.4.13. Here is an example which we consider as somewhat patho-
logical with respect to finiteness properties: let C = Vec and letM = Vec be the
category of all (possibly infinite dimensional) vector spaces. Then the usual tensor
product and the usual associativity and unit constraints determine the structure of
a module category over C onM.
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7.5. Exact module categories over finite tensor categories

Consider the simplest tensor category C = Vec. Let M be any locally finite
abelian category over k. ThenM has a unique (up to equivalence) structure of a
module category over C. Thus in this case the understanding of all locally finite
module categories over C is equivalent to the understanding of all k-linear abelian
categories. This seems to be too complicated even if we restrict ourselves only
to finite categories. Thus in this section we introduce a much smaller class of
module categories which is quite manageable (for example, this class admits an
explicit classification for many interesting tensor categories C) but on the other
hand contains many interesting examples. Here is the main definition:

Definition 7.5.1. Let C be a multitensor category with enough projective ob-
jects. A locally finite module categoryM over C is called exact if for any projective
object P ∈ C and any object M ∈M the object P ⊗M is projective inM.

Exercise 7.5.2. LetM be an arbitrary module category over C. Show that for
any object X ∈ C and any projective object Q ∈M the object X ⊗Q is projective
inM.

It is immediate from the definition that any semisimple module category is
exact (since any object in a semisimple category is projective).

Remark 7.5.3. We will see that the notion of an exact module category may
be regarded as the categorical analog of the notion of a projective module in ring
theory.

Example 7.5.4. Notice that in the category C = Vec the object 1 is projective.
Therefore for an exact module category M over C any object M = 1 ⊗ M is
projective. Hence an abelian category M considered as a module category over
C is exact if and only if it is semisimple. Thus the exact module categories over
Vec are classified by the cardinality of the set of the isomorphism classes of simple
objects. More generally, the same argument shows that if C is semisimple (and
hence 1 is projective) then any exact module category over C is semisimple. But
the classification of exact module categories over non-semisimple categories C can
be quite nontrivial.

Example 7.5.5. Since in a multitensor category, the tensor product of a pro-
jective object with any object is projective, any finite multitensor category C con-
sidered as a module category over itself (see Example 7.4.1) is exact. Also the
category C considered as a module category over C � Cop (see Example 7.4.2) is
exact.

Example 7.5.6. Let C and D be finite multitensor categories and let F : C → D
be a surjective tensor functor. Then the category D considered as a module category
over C (see Example 7.4.7) is exact by Theorem 6.1.16.

Exercise 7.5.7. Show that the assumption that F is surjective is essential for
Example 7.5.6.
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7.6. First properties of exact module categories

Let C be a finite multitensor category.

Lemma 7.6.1. Let M be an exact C-module category. Then the category M
has enough projective objects.

Proof. Let P0 denote the projective cover of the unit object in C. Then the
natural map P0 ⊗X → 1⊗X � X is surjective for any X ∈ M since ⊗ is exact.
Also P0 ⊗X is projective by the definition of an exact module category. �

Corollary 7.6.2. Assume that an exact module categoryM over C has finitely
many isomorphism classes of simple objects. ThenM is finite.

Lemma 7.6.3. Let M be an exact module category over C. Let P ∈ C be
projective and X ∈M. Then P ⊗X is injective.

Proof. The functor HomM(−, P ⊗ X) is isomorphic to the functor
HomM(P ∗ ⊗ −, X). The object P ∗ is projective by Proposition 6.1.3. Thus for
any exact sequence

0→ Y1 → Y2 → Y3 → 0

the sequence

0→ P ∗ ⊗ Y1 → P ∗ ⊗ Y2 → P ∗ ⊗ Y3 → 0

splits, and hence the functor Hom(P ∗ ⊗−, X) is exact. The lemma is proved. �

Corollary 7.6.4. In an exact C-module category any projective object is in-
jective, and vice versa.

Proof. Any projective object X of M is a direct summand of the object of
the form P0 ⊗X and thus is injective. �

Remark 7.6.5. Corollary 7.6.4 says that any exact module category over a
finite multitensor category (in particular, any finite multitensor category itself) is
a quasi-Frobenius category, cf. Remark 6.1.4.

Let M be an exact C-module category. Let O(M) denote the set of (isomor-
phism classes of) simple objects in M. Let us introduce the following relation on
O(M): two objects X,Y ∈ O(M) are related if Y appears as a subquotient of
L⊗X for some L ∈ C.

Lemma 7.6.6. The relation above is reflexive, symmetric and transitive.

Proof. Since 1 ⊗X = X, we have the reflexivity. Let X,Y, Z ∈ O(M) and
L1, L2 ∈ C. If Y is a subquotient of L1⊗X and Z is a subquotient of L2⊗Y then Z
is a subquotient of (L2⊗L1)⊗X (since ⊗ is exact), so we get the transitivity. Now
assume that Y is a subquotient of L⊗X. Then the projective cover P (Y ) of Y is a
direct summand of P0⊗L⊗X; hence there exists S ∈ C such that Hom(S⊗X,Y ) 	= 0
(for example S = P0 ⊗ L). Thus HomM(X, S∗ ⊗ Y ) = HomM(S ⊗X, Y ) 	= 0 and
hence X is a subobject of S∗ ⊗ Y . Consequently, our relation is symmetric. �

Thus our relation is an equivalence relation. Hence O(M) is partitioned into
equivalence classes,

O(M) =
⊔
i∈I

O(M)i.
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For an equivalence class i ∈ I let Mi denote the full subcategory of M consist-
ing of objects whose simple subquotients lie in O(M)i. Clearly, Mi is a module
subcategory ofM.

We have the following complete reducibility property for exact module catego-
ries.

Proposition 7.6.7. The module categories Mi are exact. The category M is
the direct sum of its module subcategoriesMi, i.e.,

(7.9) M =
⊕
i∈I

Mi.

Proof. For any X ∈ O(M)i its projective cover is a direct summand of P0⊗X
and hence lies in the categoryMi. Hence the categoryM is the direct sum of its
subcategoriesMi, andMi are exact. �

Definition 7.6.8. We will call the indecomposable categories Mi, i ∈ I, in
(7.9) the components ofM.

A crucial property of exact module categories is the following

Proposition 7.6.9. LetM1 andM2 be two module categories over C. Assume
thatM1 is exact. Then any additive module functor F :M1 →M2 is exact.

Proof. Let 0→ X → Y → Z → 0 be an exact sequence inM1. Assume that
the sequence 0 → F (X) → F (Y ) → F (Z) → 0 is not exact. Then the sequence
0 → P ⊗ F (X) → P ⊗ F (Y ) → P ⊗ F (Z) → 0 is also non-exact for any nonzero
object P ∈ C since the functor P ⊗ − is exact and P ⊗X = 0 implies X = 0. In
particular, we can take P to be projective. But then the sequence

0→ P ⊗X → P ⊗ Y → P ⊗ Z → 0

is exact and split and hence the sequence

0→ F (P ⊗X)→ F (P ⊗ Y )→ F (P ⊗ Z)→ 0

is exact and we get a contradiction. �

Remark 7.6.10. We will see in Proposition 7.9.7 that Proposition 7.6.9 in fact
characterizes exact module categories.

7.7. Module categories and Z+-modules

Recall that for any multitensor category C its Grothendieck ring Gr(C) is nat-
urally a Z+-ring. The notion of a Z+-module over a Z+-ring was introduced in
Section 3.4.

Let M be a module category over C. Recall from Definition 1.5.8 that the
Grothendieck group Gr(M) is a free abelian group with the basis given by the
isomorphism classes of simple objects. It is easy to see that Gr(M) is a Z+-module
over Gr(C). Obviously, the direct sum of module categories corresponds to the
direct sum of Z+-modules.

Example 7.7.1. There exists an indecomposable module category M over C
such that Gr(M) is not indecomposable over Gr(C). E.g., take C = Vec andM the
category of modules over the algebra of upper-triangular 2× 2 matrices.
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Note, however, that, as follows immediately from Proposition 7.6.7, for an in-
decomposable exact module categoryM the Z+-module Gr(M) is indecomposable
over Gr(C). In fact, even more is true.

Proposition 7.7.2. Let M be an indecomposable exact module category over
C. Then Gr(M) is an irreducible Z+-module over Gr(C).

Proof. By the way of contradiction, let A be a Z+-submodule of Gr(M). Let
A′ ⊂ Gr(M) be the subgroup spanned by simple objects ofM not contained in A.
We would like to show that A′ is a Z+-submodule of Gr(M). Then Gr(M) = A⊕A′,
a contradiction. Let N ′ ∈ A′ be a simple object. It suffices to show that for each
projective object Q of C the object Q ⊗ N ′ is in A′. Since M is exact, for every
simple N ∈ A its projective cover P (N) also belongs to A. We have

[Q⊗N ′ : N ] = dimk HomM(P (N), Q⊗N ′) = dimk HomM(Q∗ ⊗ P (N), N ′) = 0,

where we used Equations (1.7) and (7.5). Thus, Q⊗N ′ ∈ A′. �

By Proposition 3.4.6, for a given finite multitensor category C there are only
finitely many Z+-modules over Gr(C) which are of the form Gr(M) whereM is an
indecomposable exact module category over C.

7.8. Algebras in multitensor categories

Let C be a multitensor category.

Definition 7.8.1. An algebra in C is a triple (A, m, u), where A is an object
of C, and m : A⊗ A→ A and u : 1→ A are morphisms (called multiplication and
unit, respectively) such that the following diagrams

(7.10) (A⊗A)⊗A
aA,A,A

��

m⊗idA

��

A⊗ (A⊗A)

idA ⊗m

��

A⊗A

m

����
���

���
���

���
� A⊗A

m

�����
���

���
���

���

A,

and

(7.11) 1⊗A

u⊗idA

��

lA �� A

idA

��

A⊗ 1

idA ⊗u

��

rA �� A

idA

��

A⊗A
m �� A, A⊗A

m �� A

commute. Here, as usual, a, l, r denote the associativity and unit constraints of C.

Axiom (7.10) represents associativity of multiplication m and (7.11) represents
the properties of unit with respect to the multiplication. Of course, in the case
when C = Vec, we get the definition of an associative algebra with unit, and in the
case C = Vec we get the definition of a finite dimensional associative algebra with
unit.
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Remark 7.8.2. If C is not closed under direct limits (e.g., C is a multitensor
category), one can generalize the above definition, allowing A to be an ind-object
(i.e., “infinite dimensional”). However, we will mostly deal with algebras honestly
in C (i.e., “finite dimensional”), and will make this assumption unless otherwise
specified.

Example 7.8.3. The following are simple examples of algebras in multitensor
categories.

(1) In any multitensor category C the unit object 1 is an algebra.
(2) The algebra of functions Fun(G) on a finite group G (with values in the

ground field k) is an algebra in Rep(G) (here G acts on Fun(G) by right
translations).

(3) An algebra in VecG is the same thing as a G-graded algebra. In particular,
if L is a subgroup of G then the group algebra kL is an algebra in VecG.

(4) More generally, let ω be a 3-cocycle on G with values in k×, and ψ be a
2-cochain of H such that ω = d2ψ. Then one can define the twisted group
algebra (kH)ψ in VecωG, cf. Example 7.4.9, where

(kH)ψ :=
⊕
h∈H

δh

as an object of VecωG, and the multiplication δh⊗δh′ → δhh′ is the operation
of multiplication by ψ(h, h′). If ω = 1 (i.e., ψ is a 2-cocycle), the twisted
group algebra is associative in the usual sense, and is a familiar object from
group theory. However, if ω is nontrivial, this algebra is not associative
in the usual sense, but is only associative in the tensor category VecωG.

(5) Let H be a bialgebra. An algebra in the category of H-comodules, or an
H-comodule algebra A is an algebra which is also an H-comodule such
that the multiplication A ⊗ A → A and unit k → A are H-comodule
homomorphisms (equivalently, the comodule structure map A → H ⊗ A
is an algebra homomorphism). A special class of H-comodule algebras
consists of coideal subalgebras of H, i.e., subalgebras K ⊂ H such that
Δ(K) ⊂ H ⊗K, where Δ is the comultiplication of H.

(6) One defines an algebra inRep(H), or anH-module algebra A as an algebra
which is also an H-module such that the multiplication and unit of A are
H-module homomorphisms. That is, the structure map

H ⊗A→ A : h⊗ a 
→ h · a

satisfies m(Δ(h) · (a ⊗ b)) = h · (ab), where m is the multiplication map
in A, and h · 1 = ε(h)1 for all h ∈ H, a, b ∈ A.

Example 7.8.4. Let C be a multitensor category and X ∈ C. Then the object
A = X ⊗ X∗ has a natural structure of an algebra with unit u = coevX and
multiplication m = idX ⊗ evX ⊗ idX∗ . In particular for X = 1 we get a (trivial)
structure of an algebra on A = 1.

Now we define modules over algebras:

Definition 7.8.5. A right module over an algebra (A, m, u) (or, simply, a right
A-module) in C is a pair (M, p), where M is an object in C and p : M ⊗A→M is
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a morphism such that the following diagrams

(7.12) (M ⊗A)⊗A
aM,A,A

��

p⊗idA

��

M ⊗ (A⊗A)

idM ⊗m

��

M ⊗A

p

����
����

����
����

��
M ⊗A

p

		����
����

����
����

M

and

(7.13) M ⊗ 1

idM ⊗u

��

rM �� M

idM
��

M ⊗A
p

�� M

commute.

We leave it to the reader to define subalgebras, ideals, homomorphisms of
algebras and modules, etc. in the categorical setting.

Remark 7.8.6. (i) One can similarly define the notion of a left A-mod-
ule. If (M, p) is a right A-module then (∗M, q) is a left A-module with the
structure morphism q : A⊗∗M →M given by the image of p : M⊗A→M
under the isomorphism

HomC(M ⊗A, M) ∼= HomC(
∗M, ∗A⊗ ∗M) ∼= HomC(A⊗ ∗M, ∗M),

where the last isomorphism is (2.52). Similarly, if M is a left A-module
then M∗ is a right A-module.

(ii) Given A-modules M1, M2 in C, module homomorphisms between them
form a subspace of the vector space HomC(M1,M2). We will denote this
subspace by HomA(M1,M2). It is easy to see that a composition of ho-
momorphisms is a homomorphism. Thus, right A-modules in C form a
category ModC(A).

Exercise 7.8.7. Check that ModC(A) is an abelian category.

The following observations relate the categories ModC(A) and module catego-
ries.

Exercise 7.8.8. Show that for any A-module (M, p) and any X ∈ C the object
X ⊗M also has a structure of an A-module given by the composition

(X ⊗M)⊗A
aX,M,A−−−−−→ X ⊗ (M ⊗A)

idX ⊗p−−−−→ X ⊗M.

Thus, we have a functor

(7.14) C ×ModC(A)→ ModC(A).

Exercise 7.8.9. (This exercise defines associativity and unit constraints for the
category ModC(A)). Show that for any A-module (M, p) and objects X,Y ∈ C the
associativity morphism aX,Y,M : (X ⊗ Y )⊗M → X ⊗ (Y ⊗M) is an isomorphism
of A-modules. Similarly, the unit morphism 1 ⊗M → M is an isomorphism of
A-modules.
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Proposition 7.8.10. The category ModC(A) together with module product
(7.14) and associativity and unit constraints is a left C-module category.

Proof. The proof amounts to verification of axioms (7.2) and (7.4). This is
left to the reader as an exercise. �

Example 7.8.11. Let A = X ⊗X∗ be the algebra from Example 7.8.4. Then
for each Y ∈ C the object MY := Y ⊗X∗ is an A-module via

idY ⊗ evX ⊗ idX∗ : Y ⊗X∗ ⊗X ⊗X∗ → Y ⊗X∗.

Furthermore the functor Y 
→ MY gives rise to a C-module functor between the
regular C-module category C and ModC(A). We will see below in Example 7.10.2
that this functor is an equivalence.

Note that for any algebra A ∈ C we have a C-module functor assigning to
X ∈ C the “free” A-module, namely, X 
→ X ⊗ A : C → ModC(A). We also have
the forgetful C-module functor Forg : ModC(A) → C. The next Proposition shows
that these functors are adjoints of each other.

Lemma 7.8.12. For any X ∈ C we have a natural isomorphism

(7.15) HomA(X ⊗A, M) = HomC(X, Forg(M)).

Proof. Define a linear map φ : HomA(X ⊗ A, M) → HomC(X, Forg(M)) by
defining φ(f) for f ∈ HomA(X ⊗ A, M) as

φ(f) : X ∼= X ⊗ 1
idX ⊗u−−−−→ X ⊗A

f−→M.

Define a linear map ψ : HomC(X, Forg(M))→ HomA(X ⊗A, M) by defining ψ(g)
for g ∈ HomC(X, Forg(M))

ψ(g) : X ⊗A
g⊗idA−−−−→M ⊗A

p−→M,

where m and u are the multiplication and unit of A and p : M ⊗ A → M is the
module structure on M . It is easy to check that φ and ψ are inverses of each
other. �

Remark 7.8.13. In what follows we will usually abuse notation and denote
Forg(M) simply by M .

Exercise 7.8.14. Show that for any M ∈ ModC(A) there exists X ∈ C and a
surjection X ⊗ A→M (e.g., X = M regarded as an object of C).

Exercise 7.8.15. Assume that the category C has enough projective objects.
Then the category ModC(A) has enough projective objects.

Exercise 7.8.16. Assume that the category C is finite. Then the category
ModC(A) is finite.

Thus we get a general construction of module categories from algebras in the
category C. Not any module category over C is of the formModC(A): for C = Vec the
module category of all (possibly infinite dimensional) vector spaces (see Example
7.4.13) is not of this form. But note that for C = Vec any finite module category is
of the form ModC(A) (just because every finite abelian category over k is equivalent
to Mod(A) for some finite dimensional k-algebra A). We will show later that all
finite module categories over a finite C are of the form ModC(A) for a suitable A.
But of course different algebras A can give rise to the same module categories.
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Definition 7.8.17. We say that two algebras A and B in C are Morita equiv-
alent if the module categories ModC(A) and ModC(B) are equivalent C-module
categories.

Note that in the case C = Vec this definition specializes to the usual notion of
Morita equivalence of finite dimensional algebras.

Example 7.8.18. We will see later in Example 7.10.2 that all the algebras from
Example 7.8.4 are Morita equivalent (cf. Example 7.8.11); moreover any algebra
which is Morita equivalent to A = 1 is of the form X ⊗X∗ for a suitable X ∈ C.

Not every module category of the form ModC(A) is exact.

Exercise 7.8.19. Give an example of module category of the form ModC(A)
which is not exact.

Definition 7.8.20. An algebra A in a multitensor category C is called exact if
the module category ModC(A) is exact.

It is obvious from the definition that the exactness is invariant under Morita
equivalence.

We will need the notion of a tensor product over an algebra A ∈ C.

Definition 7.8.21. Let A be an algebra in C and let (M, p) be a right A-
module, and (N, q) be a left A-module. A tensor product of M and N over A is
the object M ⊗A N ∈ C defined as the co-equalizer of the diagram

(7.16) M ⊗A⊗N
p⊗idN ��

idM ⊗q
�� M ⊗N �� M ⊗A N,

i.e., the cokernel of the morphism p⊗ idN − idM ⊗q.

Exercise 7.8.22. Prove that for a right A-module M and a left A-module N
one has M ⊗A A ∼= M and A⊗A N ∼= N .

Exercise 7.8.23. Show that the functor ⊗A is right exact in each variable
(that is, for fixed M ,N , the functors M ⊗A − and − ⊗A N are right exact).

Lemma 7.8.24. Let A be an algebra in C, and let M,N be left A-modules. There
is a natural isomorphism

(7.17) HomC(M ⊗A
∗N, X) ∼= HomA(M, X ⊗N),

where ∗N is a left A-module by Remark 7.8.6(i).

Proof. The required isomorphism is defined using the composition

HomC(M ⊗A
∗N, X)→ HomC(M ⊗ ∗N, X) ∼= HomC(M, X ⊗N),

where the first arrow comes from (7.16). We leave it to the reader to show that the
image of this composition is in HomA(M, X⊗N) ⊂ HomC(M, X⊗N) and that the
resulting map HomC(M ⊗A

∗N, X)→ HomA(M, X ⊗N) is an isomorphism. �

Definition 7.8.25. Let A,B be two algebras in C. An (A,B)-bimodule in C is
a triple (M, p, q) where M ∈ C and p : A⊗M →M, q : M ⊗B →M such that

(1) The pair (M, p) is a left A-module in C.
(2) The pair (M, q) is a right B-module in C.
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(3) The following diagram commutes:

(7.18) (A⊗M)⊗B
aA,M,B

��

p⊗idB

��

A⊗ (M ⊗B)

idA ⊗q

��

M ⊗B

q

����
���

���
���

���
� A⊗M

p

		���
���

���
���

���

M.

A homomorphism of (A,B)-bimodules is a morphism in C which is a homomor-
phism of both left A-modules and right B-modules. Given (A,B)-bimodules M, N ,
let HomA−B(M, N) denote the space of bimodule homomorphisms from M to N .
It is clear that (A,B)-bimodules in C and their homomorphisms form a category
which we will denote BimodC(A,B).

Remark 7.8.26. Note that in the categorical setting, we cannot, in general,
define (A,B)-bimodules as modules over A⊗Bop, since neither the opposite algebra
nor the tensor product of algebras is defined in a general multitensor category.

We will say “A-bimodule” instead of “(A,A)-bimodule” and write BimodC(A)
instead of BimodC(A,A).

Exercise 7.8.27. Let A, B, and C be algebras in C. Let M be an (A,B)-
bimodule andN be a (B,C)-bimodule. Show thatM⊗AN has a canonical structure
of an (A,C)-bimodule.

Exercise 7.8.28. Let A, B, C, and D be algebras in C. Let M be an (A,B)-
bimodule, N be a (B,C)-bimodule, and P be a (C,D)-bimodule. Construct a
natural (A,D)-bimodule associativity isomorphism

(7.19) aM,N,P : (M ⊗B N)⊗C P
∼−→M ⊗B (N ⊗C P )

and bimodule unit isomorphisms lM : A ⊗A M
∼−→ M and rM : M ⊗B B

∼−→ M .
Prove the pentagon and triangle relations for these isomorphisms.

Definition 7.8.29. An algebra A in a tensor category C is called separable if
the multiplication morphism m : A⊗A→ A splits as a morphism of A-bimodules.

For example, an absolutely semisimple algebra over a field (i.e., one remaining
semisimple after any field extension) is separable.

Proposition 7.8.30. Let A be a separable algebra in a fusion category C. Then
the category ModC(A) is semisimple.

Proof. Note that A considered as a bimodule over itself is a direct summand
of the A-bimodule A ⊗ A. Thus any right A-module M = M ⊗A A is a direct
summand of M ⊗AA⊗A = M ⊗A. It follows from Lemma 7.8.12 that the functor
HomA(M ⊗ A, −) is exact, i.e., the object M ⊗ A ∈ ModC(A) is projective. Thus
any M ∈ ModC(A) is projective, i.e., ModC(A) is semisimple. �

Remark 7.8.31. Proposition 7.8.30 implies that a separable algebra in a fusion
category is exact.
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Exercise 7.8.32. Let A be an H-module algebra, i.e., an algebra in the cate-
gory Rep(H), where H is a bialgebra. Define the smash product A#H to be the
tensor product A⊗H with multiplication rule

(a⊗ h)(a′ ⊗ h′) := a(h1 · a′)⊗ h2h
′, a, a′ ∈ A, h, h′ ∈ H,

where Δ(h) = h1 ⊗ h2 (Sweedler’s notation).2

(i) Show that if H = kG for a group G then A#H is the usual semidirect
product A � G.

(ii) Show that the category of A-modules in Rep(H) is equivalent to the cate-
gory of A#H-modules.

7.9. Internal Homs in module categories

An important technical tool in the study of module categories is the notion of
internal Hom.

Let C be a finite multitensor category (the finiteness condition is not strictly
necessary in this Section but simplifies the exposition). Let M be a C-module
category and fix objects M1,M2 ∈M. Consider the functor

(7.20) X 
→ HomM(X ⊗M1, M2) : C → Vec .

This functor is left exact and thus is representable, i.e., there exists an object
Hom(M1,M2) ∈ C and a natural isomorphism

(7.21) HomM(X ⊗M1, M2) ∼= HomC(X, Hom(M1,M2)).

Remark 7.9.1. If we do not assume that the category C is finite, the functor
above is still representable, but by an ind-object of C. Working with ind-objects,
one can extend the theory below to this more general case. We leave this for an
interested reader.

Definition 7.9.2. The object Hom(M1,M2) representing the functor (7.20) is
called the internal Hom from M1 to M2.

Note that by the Yoneda Lemma

(7.22) (M1, M2) 
→ Hom(M1,M2) :Mop ×M→ C
is a bifunctor.

Exercise 7.9.3. Show that bifunctor (7.22) is left exact in both variables.

Lemma 7.9.4. There are canonical natural isomorphims

HomM(X ⊗M1, M2) ∼= HomC(X, Hom(M1, M2)),(7.23)

HomM(M1, X ⊗M2) ∼= HomC(1, X ⊗ Hom(M1, M2)),(7.24)

Hom(M1, X ⊗M2) ∼= X ⊗ Hom(M1, M2),(7.25)

Hom(X ⊗M1 ,M2) ∼= Hom(M1, M2)⊗X∗.(7.26)

2“Sweedler’s notation” means that for the sake of brevity we abuse notation and write Δ(x) =
x1 ⊗ x2 instead of the more appropriate Δ(x) =

∑
i x1i ⊗ x2i, implying summation on the right

hand side, and similarly for triple coproduct, etc. This is a common convention in the theory of
Hopf algebras, which does not cause confusion after some practice (one needs to remember that
this does not mean that Δ(x) is a pure tensor). This convention is somewhat similar to Einstein’s
convention in tensor calculus – implied summation over repeated indices.
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Proof. Ismorphism (7.23) is just the definition of Hom(M1,M2). Isomorphism
(7.24) is the composition

HomM(M1, X ⊗M2) ∼= HomM(X∗ ⊗M1, M2)
∼= HomC(X

∗, Hom(M1, M2))
∼= HomC(1, X ⊗ Hom(M1, M2)),

where we used adjunction (7.5). We get isomorphism (7.25) and (7.26) by the
Yoneda Lemma from the following calculations:

HomC(Y, Hom(M1, X ⊗M2)) ∼= HomM(Y ⊗M1, X ⊗M2)
∼= HomM(X∗ ⊗ (Y ⊗M1), M2)
∼= HomM((X∗ ⊗ Y )⊗M1,M2)
∼= HomC(X

∗ ⊗ Y,Hom(M1,M2))
∼= HomC(Y,X ⊗ Hom(M1,M2))

HomC(Y, Hom(X ⊗M1, M2)), ∼= HomM(Y ⊗ (X ⊗M1), M2)
∼= HomM((Y ⊗X)⊗M1, M2)
∼= HomC(Y ⊗X, Hom(M1, M2))
∼= HomC(Y, Hom(M1, M2)⊗X∗),

where we used the definition of internal Hom and adjunctions (2.49), (2.50), and
(7.5). �

Corollary 7.9.5. Let M be a fixed object of a C-module category M. The
assignment

(7.27) N 
→ Hom(M, N) :M→ C
is a C-module functor.

Proof. The module functor structure for (7.27) is given by natural isomor-
phism (7.25) of Lemma 7.9.4. �

Corollary 7.9.6. Assume thatM is an exact module category. Then bifunc-
tor (7.22) is exact in each variable.

Proof. This follows from Corollary 7.9.5 and Proposition 7.6.9. �

The mere definition of the internal Hom allows us to prove the following con-
verse to Proposition 7.6.9.

Proposition 7.9.7. (1) Suppose that for a C-module categoryM the bi-
functor Hom is exact in the second variable, i.e., for any object N ∈ M
the functor M 
→ Hom(N, M) :M→ C is exact. Then M is exact.

(2) Let M1,M2 be nonzero C-module categories. Assume that any module
functor fromM1 toM2 is exact. Then the module categoryM1 is exact.

Proof. (1) Let P ∈ C be any projective object. Then for any N ∈M one has
HomM(P⊗N, −) = HomC(P, Hom(N, −)), and thus the functor HomM(P⊗N, −)
is exact. By the definition of an exact module category, we are done.

(2) We claim that under our assumptions any module functor F ∈ FunC(M1, C)
is exact. Indeed, let 0 	= M ∈ M2. The functor F (−) ⊗M ∈ FunC(M1,M2) is
exact. Since −⊗M is exact, and X⊗M = 0 implies X = 0, we see that F is exact.
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In particular, we see that for any object N ∈ M1, the functor Hom(N, −) :
M1 → C is exact, since it is a module functor. Now (2) follows from (1). �

Example 7.9.8. It is instructive to calculate Hom for the category ModC(A).
Let M,N ∈ ModC(A). Then M∗ has a natural structure of a left A∗∗-module and
Hom(M,N) = N ⊗A M∗ where

N ⊗A M∗ := (M ⊗A
∗N)∗

(recall that by Remark 7.8.6(i) ∗N is a left A-module). Thus N ⊗AM∗ is naturally
a subobject of N ⊗M∗ while N ⊗A

∗M is a quotient of N ⊗ ∗M . We leave to the
reader to state and prove the associativity properties of ⊗A. One deduces from this
description of Hom that exactness of A is equivalent to biexactness of the product
⊗A (and to biexactness of ⊗A).

For two objects M1,M2 of a module categoryM we have the canonical “eval-
uation” morphism

(7.28) evM1,M2
: Hom(M1, M2)⊗M1 →M2

obtained as the image of idHom(M1,M2) under natural isomorphism (7.21):

HomC(Hom(M1, M2),Hom(M1, M2)) ∼= HomM(Hom(M1, M2)⊗M1, M2).

Let M1, M2, M3 be objects ofM. Consider the following canonical composition:

(Hom(M2, M3)⊗ Hom(M1, M2))⊗M1
∼−→

Hom(M2, M3)⊗ (Hom(M1, M2)⊗M1)
idHom(M2,M3) ⊗ evM1,M2−−−−−−−−−−−−−−−→

Hom(M2, M3)⊗M2

evM2,M3−−−−−−→M3.

By (7.21) this composition produces the following multiplication morphism:

(7.29) Hom(M2, M3)⊗ Hom(M1, M2)→ Hom(M1, M3).

We also have for every M ∈M a canonical unit morphism:

(7.30) uM : 1→ Hom(M, M)

obtained from (7.21) with X = 1 as the image of idM .

Exercise 7.9.9. Check that multiplication (7.29) is associative and compatible
with unit (7.30) and with natural isomorphisms of Lemma 7.9.4.

In particular, for every M ∈M the object Hom(M, M) has a canonical struc-
ture of an algebra in C and for every N ∈ M the object Hom(M, N) is a right
Hom(M, M)-module. Furthermore, the assignment

(7.31) F : N 
→ Hom(M, N) :M→ ModC(Hom(M, M))

is a C-module functor (recall that ModC(Hom(M, M)) is a left C-module category
by Proposition 7.8.10). The C-module functor structure of functor (7.31) is provided
by isomorphism (7.25). We will see in Theorem 7.10.1 that (7.31) is an equivalence.

Example 7.9.10. Let C, D be multitensor categories, let F : C → D be a tensor
functor, and let I : D → C be the right adjoint of F . We can view D as a C-module
category. Then I(Y ) = Hom(1, Y ), where 1 denotes the unit object of D. Indeed,
this is a direct consequence of the adjunction isomorphism

HomD(F (X)⊗ 1, Y ) ∼= HomC(X, I(Y )).
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In particular, the object I(1) = Hom(1,1) ∈ C has a canonical structure of an
algebra in C and Y 
→ I(Y ) : D → ModC(I(1)) is a C-module functor.

Example 7.9.11. As a special case of Example 7.9.10, consider the situation
when C = Rep(H), the representation category of a finite dimensional Hopf algebra
H, D = Vec, and F : Rep(H) → Vec is the fiber functor. Then Hom(k, k) = H∗,
the Hopf algebra dual to H, viewed as an algebra in Rep(H), where H acts on H∗

by right translations.

Let C be a multitensor category viewed as a (C � Cop)-module category.

Definition 7.9.12. We will call the algebra A := Hom(1, 1) in C � Cop the
canonical algebra of C.

Remark 7.9.13. If C is the representation category of a finite dimensional Hopf
algebraH then A = H∗ viewed as an algebra in the category ofH-bimodules, where
H acts on H∗ by left and right translations.

Example 7.9.14. Suppose that C is a multifusion category and let O(C) denote
the set of simple objects in C. We claim that

(7.32) A =
⊕

X∈O(C)
X � ∗X

as an object of C�Cop. Indeed, (7.32) is a consequence of the natural isomorphism

HomC(Y ⊗ Z, 1) ∼= HomC(Y, Z
∗)

∼=
⊕

X∈O(C)
HomC(Y, X)⊗ HomC(X, Z∗)

∼= HomC�Cop

⎛⎝Y � Z,
⊕

X∈O(C)
X � ∗X

⎞⎠ .

Using (7.29) one explicitly describes the multiplication in the algebra A as follows.
We have

A⊗A =
⊕

X,Y ∈O(C)
(X ⊗ Y ) � ∗(X ⊗ Y ).

For any Z ∈ O(C) the vector spaces HomC(X ⊗ Y, Z) and HomC(
∗(X ⊗ Y ), ∗Z) =

Hom(Z, X ⊗ Y ) are canonically dual to each other via the pairing

HomC(X ⊗ Y, Z)⊗ HomC(Z, X ⊗ Y )→ HomC(Z, Z) ∼= k,

hence there is a canonical morphism (X ⊗ Y ) � ∗(X ⊗ Y ) → Z � ∗Z. Then the
multiplication A⊗A→ A is the direct sum (over Z ∈ O(C)) of all such morphisms.

7.10. Characterization of module categories in terms of algebras

Let C be a finite multitensor category.

Theorem 7.10.1. LetM be a C-module category, and let M ∈M be an object
satisfying the following two conditions:

(i) The functor Hom(M, −) is right exact (note that it is automatically left
exact).

(ii) For any N ∈M there exists X ∈ C and a surjection X ⊗M → N .
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Let A = Hom(M,M). Then the functor F :M→ ModC(A) defined in (7.31) is an
equivalence of C-module categories.

Proof. We will proceed in steps by proving the following claims.
(1) The map F : HomM(N1 , N2) → HomA(F (N1), F (N2)) is an isomorphism

for any N2 ∈M and N1 of the form X ⊗M with X ∈ C, M ∈M.
Indeed, by (7.25) we have F (N1) = Hom(M, X ⊗M) = X ⊗ A and the claim

follows from the following calculation:

HomA(F (N1), F (N2)) = HomA(X ⊗A,F (N2)) ∼= HomC(X, F (N2))

= HomC(X,Hom(M,N2)) ∼= HomM(X ⊗M, N2)

= HomM(N1, N2),

where we used Lemma 7.8.12 and the definition (7.21) of internal Hom.
(2) The map F : HomM(N1, N2) → HomA(F (N1), F (N2)) is an isomorphism

for all objects N1, N2 ∈M.
By condition (ii), there exist objects X, Y ∈ C and an exact sequence

Y ⊗M → X ⊗M → N1 → 0.

Since F is exact, the sequence

F (Y ⊗M)→ F (X ⊗M)→ F (N1)→ 0

is exact. Since for each N ∈ M the functor HomM(− , N) is left exact, the rows
in the commutative diagram

0 �� HomM(N1, N2)
��

F

��

HomM(X ⊗ M, N2)
��

F

��

HomM(Y ⊗ M, N2)

F

��
0 �� HomM(F (N1), F (N2))

�� HomM(F (X ⊗ M), F (N2))
�� HomM(F (Y ⊗ M), F (N2))

are exact. Since by step (1) the second and third vertical arrows are isomorphisms,
so is the first one.

(3)The functor F is surjective on isomorphism classes of objects of ModC(A).
We know (see Exercise 7.8.14) that for any object L ∈ ModC(A) there exists

an exact sequence

Y ⊗A
f̃−→ X ⊗A→ L→ 0

for some X, Y ∈ C. Let f ∈ Hom(Y ⊗M, X ⊗M) be the image of f̃ under the
isomorphism

HomA(Y ⊗A, X ⊗A) ∼= HomA(F (Y ⊗M), F (X⊗M)) ∼= HomM(Y ⊗M, X ⊗M),

and let N ∈M be the cokernel of f . Then F (N) ∼= L by the exactness of F .
Thus, F is an equivalence of categories. �

Example 7.10.2. Let X be an object in C and let A = X ⊗X∗ be the algebra
from Example 7.8.4. It follows from Theorem 7.10.1 that the assignment

Y 
→ Y ⊗X∗ : C → ModC(A)

is an equivalence of C-module categories (here C is viewed as the regular C-module
category). Similarly, the assignment Y 
→ X ⊗ Y is an equivalence between C and
the category of left A-modules in C.
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We have two situations where condition (i) of Theorem 7.10.1 is satisfied:

(1) M is an arbitrary indecomposable C-module category and M ∈ M is
projective.

(2) M is an indecomposable exact C-module category and M ∈ M is arbi-
trary.

Exercise 7.10.3. Check that in both of these cases Hom(M, −) is exact.
Hint: in the first case first prove that Hom(M, N) is a projective object of C

for any N ∈M.

Exercise 7.10.4. Show that condition (2) above is equivalent to the fact that
[M ] generates Gr(M) as a Z+-module over Gr(C).

Corollary 7.10.5. (i) LetM be a finite module category over C. Then
there exists an algebra A ∈ C and a module equivalence M∼= ModC(A).

(ii) Let M be an exact module category over C and let M ∈ M be an object
such that [M ] generates Gr(M) as a Z+-module over Gr(C). Then there
is a module equivalence M∼= ModC(A) where A = Hom(M, M).

Exercise 7.10.6. Show that any indecomposable exact algebra A in a finite
tensor category C can be written as Hom(M,M), where M is an exact indecom-
posable C-module category and M ∈M a nonzero object. Moreover, show that the
pair (M,M) is unique up to equivalence.

Hint: TakeM = ModC(A) and M = A.

This implies the following corollary.

Corollary 7.10.7. Let H be a finite dimensional Hopf algebra. Let N be the
category of left H∗-modules in Rep(H), where H acts on H∗ by right translations
(Example 7.9.11). Then:

(i) The functor G : Vec → N given by G(V ) = V ⊗ H∗ is an equivalence of
categories.

(ii) The algebra H∗#H (see Exercise 7.8.32) is naturally isomorphic to the
matrix algebra Endk(H

∗).

Proof. Part (i) follows from Corollary 7.10.5(ii) withM = Vec, and part (ii)
follows from part (i). �

Definition 7.10.8. A left H∗-module in the category of left H-modules is
called a Hopf module for H. 3

Corollary 7.10.7(i) is called the Fundamental Theorem for Hopf modules; it
states that any Hopf module forH is a multiple ofH∗ (see also Exercise 7.10.10(iii)).

Definition 7.10.9. The algebra H∗#H is called the Heisenberg double of H.

Exercise 7.10.10. Let H be a finite dimensional Hopf algebra over an alge-
braically closed field k of any characteristic. Consider the linear map η : H∗⊗H →
H given by η(f ⊗ h) = f(S−1(h1))h2, where Δ(h) = h1 ⊗ h2.

(i) Show that η is an action of H∗ on the vector space H.

3In [Mon], Definition 1.9.1, a Hopf module is defined as left H∗-module (or, equivalently, a
right H-comodule) in the category of right H-modules. But this is equivalent to our setting by
using the antipode.
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(ii) Show that η is H-invariant (where H∗ is regarded as a left H-module via
right translations, and H via left translations). Deduce that η equips H with the
structure of a Hopf module for H.

(iii) Show that H is isomorphic to H∗ as a Hopf module for H (use the Funda-
mental theorem). Moreover, show that any Hopf module isomorphism φ : H → H∗

maps 1 ∈ H to a nonzero left integral λ ∈ H∗. Thus, any Hopf module for H is a
multiple of H, which is a more usual formulation of the Fundamental Theorem for
Hopf modules.

(iv) Show that φ(h)(x) = λ(xh), h, x ∈ H. Deduce that the pairing (x, h) :=
λ(xh) on H is non-degenerate for any nonzero left integral λ of H∗.

(v) Deduce that if I is a nonzero left or right integral of H, then λ(I) 	= 0.
(vi) Show that if I is a left integral of H then for each x ∈ H one has

λ(S−1(I))x = λ(S−1(I1)x)I2,

and

λ(I)x = λ(xI2)S
−1(I1),

where Δ(I) = I1 ⊗ I2. Deduce that λ(S−1(I)) = λ(I) (set x = I in the first
identity). 4 Deduce that

xI2 ⊗ S−1(I1) = I2 ⊗ S−1(I1)x

and

xI1 ⊗ S(I2) = I1 ⊗ S(I2)x, x ∈ H

(multiply these identities on the left by a ∈ H and apply λ to the first component).
(vii) Let A : H → H be a linear operator. Show that in the notation of (vi),

if λ(I) = 1, then Tr(A) = λ(A(S−1(I1))I2). (Choose a basis {xk} of H and write
Tr(A) as

∑
k x

∗
k(Axk).)

(viii) Prove that if I is a left integral in H and λ(I) = 1 then Tr(S2) = ε(I)λ(1).
(Use (vii)). Prove the same statement if I is a right integral in H (replace I with
S(I) and use (vi)).

(ix) Deduce the Larson-Radford theorem: H is semisimple and cosemisimple if
and only if Tr(S2) is nonzero.

(x) Show that η commutes with the left action of Hcop defined by h◦x = xS(h)
for x ∈ H, and (h◦f)(x) = f(S−1(h)x) for f ∈ H∗ (where S is the antipode of H).

Remark 7.10.11. The Fundamental Theorem for Hopf modules (see Exercise
7.10.10(iii)) also holds in the infinite dimensional situation, when H is replaced
by any Hopf algebra K, and the category Rep(H) is replaced by the category of
K-modules. Specifically, a Hopf module for K is a left K-module and a right K-
comodule M such that τ (xm) = Δ(x)τ (m), where τ : M →M ⊗K is the coaction
map (i.e., τ is a module homomorphism). Namely, this theorem states that any
Hopf module for K is a multiple of K, with the left multiplication action of K, and
τ = Δ.

Exercise 7.10.12. Prove the Fundamental Theorem for Hopf modules in the
general case, by generalizing the finite dimensional proof.

4Note that in general λ(S(I)) �= λ(I), as S2(I) �= I. Indeed, for the Taft algebra (Example
5.5.6), S2(I) = q−1I.
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7.11. Categories of module functors

LetM1,M2 be two module categories over a multitensor category C.
The category of C-module functors between M1 and M2 was introduced in

Section 7.2. This category is very difficult to work with (consider the case C =
Vec!) and we are going to consider its subcategory which is more manageable.
Let FunC(M1,M2) denote the full subcategory of the category of module functors
consisting of right exact module functors (which are not necessarily left exact).
First of all, this category can be described in down-to-earth terms:

Proposition 7.11.1. Assume that M1 � ModC(A) and M2 � ModC(B) for
some algebras A,B ∈ C. The category FunC(M1,M2) is equivalent to the category
of A−B-bimodules via the functor

(7.33) M 
→ (− ⊗A M) : BimodC(A, B)→ FunC(M1,M2).

In particular, FunC(M1,M2) is an abelian category.

Proof. The proof repeats the standard proof from ring theory in the categor-
ical setting. �

In a similar way one can show that the category of left exact module functors
is abelian (using HomA instead of ⊗A).

We would like now to construct new tensor categories in the following way.
Given a C-module categoryM, the category FunC(M,M) is a monoidal category
with the tensor product being composition of functors.

Note that in general the category FunC(M,M) is not rigid (consider the case
C = Vec!). Thus to get a good theory (and examples of new tensor categories), we
restrict ourselves to the case of exact module categories, see Definition 7.5.1. In
this case we can say much more about the categories FunC(M,M) than in general.

LetM1 andM2 be two exact module categories over C. Note that the category
FunC(M1,M2) coincides with the category of the additive module functors from
M1 toM2 by Proposition 7.6.9.

Exercise 7.11.2. Any object of FunC(M1,M2) is of finite length.

Lemma 7.11.3. Let M1,M2,M3 be exact module categories over C. The bi-
functor of composition FunC(M2,M3)×FunC(M1,M2)→ FunC(M1,M3) is biex-
act.

Proof. This directly follows Proposition 7.6.9. �

Another immediate consequence of Proposition 7.6.9 is the following:

Lemma 7.11.4. Let M1,M2 be exact module categories over C. Any functor
F ∈ FunC(M1,M2) has left and right adjoints.

Corollary 7.11.5. LetM1,M2 be exact module categories over C. Any func-
tor F ∈ FunC(M1,M2) maps projective objects to projective objects.

In view of Example 7.5.6 this Corollary is a generalization of Theorem 6.1.16
(but this does not give a new proof of Theorem 6.1.16).

Proposition 7.11.6. Let C be a finite multitensor category. Then category
FunC(M1,M2) is finite.
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Proof. We will use Theorem 7.10.1. There are C-module equivalencesM1
∼=

ModC(A1) and M2
∼= ModC(A2) for some algebras A1, A2 ∈ C. By Proposi-

tion 7.11.1 the category FunC(M1,M2) is equivalent to the category of (A1, A2)-
bimodules. But this category clearly has enough projective objects: for any pro-
jective P ∈ C the bimodule A1 ⊗ P ⊗ A2 is projective. �

7.12. Dual tensor categories and categorical Morita equivalence

Let C be a multitensor category, letM, N be exact C-module categories, and
let F :M → N be a C-module functor. The right adjoint G : N → M of F has
a natural structure of a C-module functor. Its module structure is defined by the
natural isomorphism

HomM(M, G(X ⊗N)) ∼= HomN (F (M), X ⊗N) ∼= HomN (∗X ⊗ F (M), N)
∼−→

HomN (F (∗X ⊗M), N) ∼= HomM(M, X ⊗G(N)),

where the first and the last isomorphisms come from Proposition 7.1.6 combined
with the adjunction between F and G and the middle arrow comes from the C-
module structure of F . Similarly, the left adjoint of F has a structure of a C-module
functor.

Exercise 7.12.1. Show that that the category FunC(M ,M) is a rigid monoidal
category (namely, the left and right duals are left and right adjoint functors and
the evaluation and coevaluation morphisms are the counit FG→ idM and the unit
idM → GF of the adjunction, respectively).

Definition 7.12.2. We denote category FunC(M ,M) as C∗M and call it the
dual tensor category to C with respect to M.

By Proposition 7.11.6, C∗M is a finite multitensor category. Moreover, it is a
tensor category if and only ifM is indecomposable.

Example 7.12.3. Let C be a multitensor category viewed as the regular module
category over itself, see Example 7.4.1. It is clear that every C-module endofunctor
of C is of the form (− ⊗X) for some X ∈ C (the module structure on this functor
is given by the associativity constraint of C) and that X 
→ (− ⊗X) : Cop → C∗C is
a tensor equivalence.

Remark 7.12.4. The notion of the dual category is a categorical version of
notion of the endomorphism ring of a module, i.e., the centralizer algebra. We will
see that it gives rise to many new examples of tensor categories.

Remark 7.12.5. Let A ∈ C be an algebra such that M = ModC(A). By
Proposition 7.11.1 the category C∗M is identified with the category BimodC(A)op of
A-bimodules with opposite tensor product (because A-bimodules act naturally on
ModC(A) from the right).

Recall from (7.9) that an exact C-module categoryM is decomposed into the
sum of its components:

M =
⊕
i∈I

Mi.

Lemma 7.12.6. The unit object 1 ∈ C∗M is a direct sum of the projectors to the
subcategoriesMi. Each such projector is a simple object.
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Proof. The first statement is clear. For the second statement it is enough
to consider the case when M is indecomposable. Let F be a nonzero module
subfunctor of the identity functor. Then F (X) 	= 0 for any X 	= 0. Hence F (X) =
X for any simple X ∈M and thus F (X) = X for any X ∈M since F is exact. �

Thus, the category C∗M is a finite multitensor category. In particular, if M is
indecomposable then C∗M is a finite tensor category.

Note that by definitionM is a left module category over C∗M.

Lemma 7.12.7. The module categoryM over C∗M is exact.

Proof. Note that C∗M ∼= BimodC(A)op by Remark 7.12.5. Any projective
object in the category of A-bimodules is a direct summand of the object of the
form A ⊗ P ⊗ A for some projective P ∈ C. Now for any M ∈ ModC(A) one has
that M ⊗A A ⊗ P ⊗ A = (M ⊗ P ) ⊗ A is projective by exactness of the category
ModC(A). �

Example 7.12.8. It is instructive to consider the internal Hom for the cate-
gory ModC(A) considered as a right module category over C∗opM = BimodC(A) (cf.
Example 7.9.8). We leave to the reader to check that HomC∗op

M
(M, N) = ∗M ⊗ N

(by Remark 7.8.6(i) ∗M is a left A-module and so ∗M⊗N has an obvious structure
of an A-bimodule). In particular, B := HomC∗op

M
(A, A) = ∗A ⊗ A is an algebra

in the category of A-bimodules. Thus B is an algebra in the category C and it
follows from (7.29) that its multiplication comes from the evaluation morphism
ev∗A : A⊗ ∗A→ 1, cf. Example 7.8.4. Moreover, there is an embedding of algebras

(7.34) A ∼= 1⊗A
coev∗A ⊗ idA−−−−−−−−→ ∗A⊗A⊗A

id∗A ⊗m−−−−−→ ∗A⊗A = B,

where m : A⊗ A→ A is the multiplication of A, and the A-bimodule structure of
B comes from the left and right multiplication by A.

By Lemma 7.12.7 for any exact C-module categoryM the category (C∗M)∗M is
well defined. There is an obvious tensor functor can : C → (C∗M)∗M.

Definition 7.12.9. A module categoryM over C is faithful if each 1i ∈ C acts
by a nonzero functor inM.

It is clear that M is faithful if and only if any nonzero object of C acts by
a nonzero functor in M. Note also that if C is an indecomposable multitensor
category then any nonzero exact module categoryM over C is faithful.

Remark 7.12.10. In what follows we will always assume that module categories
are faithful. Many statements for faithful module categories have obvious extensions
to the non-faithful case.

Theorem 7.12.11. Suppose thatM is faithful. Then the functor

(7.35) can : C → (C∗M)∗M

is a tensor equivalence of categories.

Proof. By Theorem 7.10.1 there is an algebra A in C such thatM∼= ModC(A).
The category C∗M is identified with the category BimodC(A)op. The category (C∗M)∗M
is identified with the category of B-bimodules in the category of A-bimodules (here
B is the same as in Example 7.12.8 and is considered as an algebra in the category of
A-modules). But this latter category is tautologically identified with the category
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of B-bimodules (here we view B as an algebra in C) since for any B-module one
reconstructs the A-module structure via the algebra embedding (7.34). It follows
from Example 7.10.2 that any B-bimodule is of the form ∗A ⊗ X ⊗ A and it is
easy to see that can(X) = ∗A ⊗ X ⊗ A. This is clearly an equivalence, using the
faithfulness ofM. �

Remark 7.12.12. Theorem 7.12.11 categorifies the classical “double centralizer
theorem” for projective modules, which says that if A is a finite dimensional algebra
and P is a faithful projective A-module then the centralizer of EndA(P ) in Endk(P )
is A.

Corollary 7.12.13. Assume that C is a finite tensor (not only multitensor)
category. Then an exact module categoryM over C is indecomposable over C∗M.

Proof. This is an immediate consequence of Theorem 7.12.11 and Lemma
7.12.6. �

Let C be a multitensor category, andM be a fixed module category over C. For
any other module categoryM1 over C the category FunC(M1,M) has an obvious
structure of a module category over C∗M = FunC(M,M).

Proposition 7.12.14. The module category FunC(M1,M) over C∗M is exact.

Proof. Assume thatM = ModC(A) andM1 = ModC(A1) for some algebras
A and A1 in C. Identify C∗M with the category of A-bimodules and FunC(M1,M)
with the category of (A1, A)-bimodules. Any projective object of BimodC(A) is a
direct summand of an object of the form A⊗P ⊗A for some projective P ∈ C. Let
M be an (A1, A)-bimodule, then M⊗A (A⊗P⊗A) ∼= M⊗P⊗A. By Lemma 7.8.12

HomA1−A(M ⊗ P ⊗A, −) ∼= HomA1
(M ⊗ P, −),

so it is enough to check thatM⊗P is a projective left A1-module. This is equivalent
to (M ⊗P )∗ being injective (since N 
→ N∗ is an equivalence between the category
of left A-modules and the category of right A-modules). But (M ⊗P )∗ = P ∗⊗M∗,
and the result follows from projectivity of P ∗ and Lemma 7.6.3. �

Remark 7.12.15. Let C be a multitensor category. The collection of all ex-
act C-module categories forms a 2-category Mod(C) (the 1-morphisms in Mod(C)
are C-module functors, and 2-morphisms are natural transformations of C-module
functors, see Definition 7.2.2).

Theorem 7.12.16. Let M be a faithful exact module category over C. The
2-functor

(7.36) N 
→ FunC(M, N ) : Mod(C)→ Mod((C∗M)op)

is a 2-equivalence.

Proof. This is similar to the proof of Theorem 7.12.11 and is left to the
reader. �

Definition 7.12.17. Let C, D be tensor categories. We will say that C and D
are categorically Morita equivalent if there is an exact C-module categoryM and a
tensor equivalence Dop ∼= C∗M.
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Note that by Remark 7.12.5 the category D is categorically Morita equivalent to
C if and only if there exists an exact algebra A ∈ C such that D is tensor equivalent
to BimodC(A).

Proposition 7.12.18. Categorical Morita equivalence is an equivalence rela-
tion.

Proof. The reflexivity of categorical Morita equivalence follows from Exam-
ple 7.12.3. Its symmetry is proved in Theorem 7.12.11.

So it remains to prove that categorical Morita equivalence is transitive. Let
A ∈ C be an exact algebra. Note that an algebra B ∈ BimodC(A) is the same
as an algebra B ∈ C endowed with a homomorphism A → B. It is a tautology
that a B-bimodule in the category BimodC(A) is the same as a B-bimodule in the
category C, and this correspondence is compatible with the tensor product over B.
Thus, in order to prove the transitivity, we just need to show that an exact algebra
B ∈ BimodC(A) is exact when considered as an algebra in C.

Let P ∈ C be a projective object and let M ∈ ModC(B). We need to show that
P⊗M ∈ ModC(B) is projective. Note that A⊗P⊗A ∈ BimodC(A) is projective and
A⊗M is a B-module in the category BimodC(A). Since the algebra B considered as
an algebra in BimodC(A) is exact, we see that A⊗P⊗A⊗AA⊗M = A⊗P⊗A⊗M
is projective in the category of B-modules in BimodC(A), which is the same as the
category BimodC(A,B). We claim that A⊗P⊗A⊗M is projective when considered
as an object of ModC(B). Indeed,

HomB(A⊗ P ⊗A⊗M,−)
= HomB(P ⊗A⊗M, ∗A⊗−) = HomA−B(A⊗ P ⊗A⊗M, ∗A⊗−),

so the functor HomB(A ⊗ P ⊗ A ⊗M,−) is isomorphic to a composition of exact
functors. Finally, P is a subobject of A⊗ P ⊗ A, hence P is a direct summand of
A⊗P ⊗A by Proposition 6.1.3. Hence, the B-module P ⊗M is a direct summand
of the B-module A⊗ P ⊗A⊗M , so it is projective. �

Let us consider examples of categorical Morita equivalence.

Example 7.12.19. Let G be a finite group and let C = VecG be the category
of G-graded vector spaces. The category Vec is an exact VecG-module category
via the forgetful tensor functor VecG → Vec. Let us determine the dual category
(VecG)

∗
Vec. By definition, a VecG-module endofunctor F of Vec consists of a vector

space V := F (k) and a collection of isomorphisms

sg ∈ HomVec(F (δg ⊗ k), δg ⊗ F (k)) = Endk(V ), g ∈ G.

It follows from axiom (7.6) in Definition 7.2.1 of module functor that the map
g 
→ sg : G → GL(V ) is a representation of G on V . Conversely, any such rep-
resentation determines a VecG-module endofunctor of Vec. It is easy to check
that homomorphisms of representations are precisely morphisms between the cor-
responding module functors. Thus, (VecG)

∗
Vec
∼= Rep(G), i.e., the categories VecG

and Rep(G) are categorically Morita equivalent, cf. Remark 4.15.7.

Corollary 7.12.20. Let G be a finite group. Any indecomposable exact
Rep(G)-module category is equivalent to Repψ(L) for some subgroup L ⊂ G and

a 2-cocycle ψ ∈ Z2(L, k×).
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Proof. This follows from Theorem 7.12.16, Example 7.12.19, and Example
7.4.10. �

Corollary 7.12.20 implies the classification of twists J (see Definition 5.14.1) for
the group algebra kG of a finite group G, obtained by Movshev, [Mov]. Namely,
let J be a twist for kG. Then J defines a Hopf algebra H = kGJ and hence a fiber
functor FJ : Rep(G)→ Vec, which is the forgetful functor with the tensor structure
defined by J . Such a functor endows Vec with a structure of a module category
over Rep(G). By Corollary 7.12.20, this module category is of the form Repψ(L)
for some (L,ψ). Moreover, since Repψ(L) = Vec, the twisted group algebra kLψ

must be simple.

Definition 7.12.21. A 2-cocycle ψ on a finite group L is said to be non-
degenerate if the twisted group algebra kLψ is simple. A group L which admits a
nondegenerate 2-cocycle is called a group of central type.

Exercise 7.12.22. (i) Let L = A⊕A∨, where A is a finite abelian group, and
ψ((a1, f1), (a2, f2)) = f1(a2), where ai ∈ A, fi ∈ A∨. Show that ψ is a nondegerate
2-cocycle, so L is of central type.

(ii) More generally, let a finite group K act on an abelian group A, let L =
K � A∨, and let π : K → A be a bijective 1-cocycle (this reduces to (i) in the case
K = A, π = id). Show that L is a group of central type, with ψ((k1, f1), (k2, f2)) =
f1(π(k2)).

Hint: Construct an irreducible projective action of L on Fun(A,k) by (kφ)(a) =
φ(k−1a+ π(k)), k ∈ K, and (fφ)(a) = f(a)φ(a), f ∈ A∨.

(iii) Show that if ψ is a nondegenerate 2-cocycle on L then kLψ is isomorphic
to the regular representation of L (where L acts on kLψ by conjugation).

Hint: Let V be the irreducible kLψ-module, and L̂ be a central extension of L

by a finite cyclic group acting linearly in V , so that kLψ = V ⊗ V ∗ as a L̂-module.

Show that g ∈ L̂ has zero trace in V unless g projects to 1 ∈ L. Deduce the same
statement about the trace of g in V ⊗ V ∗, and conclude the required statement.

(iv) Prove the converse to (iii).
Hint: Use that kLψ is semisimple (why?) and the center of kLψ carries a

trivial action of L.
(v) Show that if ψ is a 2-cocycle on L then the function χx(y) := ψ(x, y)/ψ(y, x)

is a character of the centralizer Zx of x in L, and ψ is nondegenerate if and only if
χx is nontrivial for every x 	= 1.

Hint (for the second statement): Compute the trace of the conjugation operator
by x on kLψ, using the basis of group elements. Then use (iii), (iv).

(vi) Let l be a nilpotent finite dimensional Lie algebra over a prime field Fp,
p > 2, whose nilpotency index (i.e., length of the lower central series) is < p. In
this case, we can define the group L = exp(l), which is the same as l as a set, with
multiplication defined using the Campbell-Hausdorff series

x ∗ y = CH(x, y) = x+ y +
1

2
[x, y] + ...

(this is well defined since the length is < p). Now assume that l is a nilpotent Lie
algebra of length < p − 1 which is quasi-Frobenius, i.e., carries a non-degenerate
2-cocycle ω ∈ ∧2l∗ (i.e., ω([x, y], z) + ω([y, z], x) + ω([z, x], y) = 0). Show that the
group L = exp(l) is of central type, and compute its nondegenerate 2-cocycle.
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Hint: Use that 2-cocycles correspond to central extensions, for both groups and
Lie algebras.

(vii) Give examples of nonabelian nilpotent quasi-Frobenius Lie algebras.

It is clear that the order of a group of central type is a square. A much deeper
result is the following theorem of Howlett and Isaacs (conjectured by Iwahori and
Matsumoto in 1964):

Theorem 7.12.23. [HoI] Any group of central type is solvable.

The proof is based on the method of Liebler and Yellen, which uses the classi-
fication of finite simple groups. 5

Thus, we see that the subgroup L obtained from a twist J must be a group of
central type (in particular, its order is a square and it is solvable), and J gives rise
to a non-degenerate 2-cocycle ψ on L. Conversely, given a central type subgroup
L ⊂ G and a non-degenerate 2-cocycle ψ on L, the algebra kLψ is simple, so
Repψ(L) is a module category over Rep(G) equivalent to Vec, which gives rise to a
fiber functor on Rep(G) and thus a twist J . It is easy to see that this correspondence
is a bijection between equivalence classes. Thus, we have the following classification
of twists in kG.

Corollary 7.12.24. The above assignments J 
→ (L,ψ), (L,ψ) 
→ J are
mutually inverse bijections between the gauge equivalence classes of twists J for
kG and conjugacy classes of pairs (L,ψ), where L is a subgroup of G and ψ is a
non-degenerate 2-cocycle on L.

For more details, see [Mov], [EtG3].

Example 7.12.25. This is a generalization of Example 7.12.19. Let G be a
finite group with an action g 
→ Tg on a finite tensor category C. Recall the
equivariantization category CG introduced in Section 2.7 and the crossed product
category C � G introduced in Definition 4.15.5.

Note that C has a natural structure of a C � G-module category:

(X � g)⊗ V = Tg(X ⊗ V ),

for all objects X, V in C and g ∈ G.
We claim that the dual category (C � G)∗C is equivalent to (CG)op, i.e., that

C � G and CG are categorically Morita equivalent. (Note that for C = Vec this
reduces to Example 7.12.19).

Indeed, let F ∈ (C�G)∗C be a (C�G)-module endofunctor of C. In particular, F
is a C-module functor, hence F (V ) = V ⊗X for some X in C. It is straightforward
to check (and the reader is invited to do so) that a (C�G)-module functor structure
on the latter functor is the same thing as a G-equivariant structure on X.

Example 7.12.26. Here is another generalization of Example 7.12.19. Let
H be a finite dimensional Hopf algebra. The category Vec is a Rep(H)-module
category via the fiber functor F : Rep(H)→ Vec, see Section 5.1. Let us determine
the corresponding dual category. Any k-linear additive endofunctor E of Vec is
completely determined by a vector space V such that E(k) = V . The Rep(H)-
module functor structure on E gives rise to a natural isomorphism

F (X)⊗k V
∼−→ F (X)⊗k V, X ∈ C,

5Our terminology is slightly different from that of Howlett and Isaacs. Namely, they use the
term “central type” for the central extension of L by a cyclic group obtained from the cocycle ψ.
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and, hence to a homomorphism πV : V → End(F ) ⊗k V . As we know from the
reconstruction theory (see Sections 5.2 and 5.3) there is a canonical Hopf algebra
structure on End(F ). Furthermore, the module functor axioms (7.6) and (7.7) are
equivalent to πV being an End(F )-comodule structure on V . By Theorem 5.2.3
there is a Hopf algebra isomorphism End(F ) ∼= H. So V is an H-comodule, and
hence, an H∗-module. It follows that Rep(H)∗Vec

∼= Rep(H∗). Thus, the notion of
categorical duality extends that of duality for Hopf algebras (namely, Rep(H) is
categorically Morita equivalent to Rep(H∗cop), where “cop” denotes the opposite
coproduct).

Exercise 7.12.27. Fill the details in Example 7.12.26. In particular, prove
that πV is indeed a End(F )-comodule structure on V and that the corresponding
functor Rep(H)∗Vec → Rep(H∗) is tensor.

LetM be an exact module category over C. ForX, Y ∈M we have two notions
of internal Hom: one taking values in C and another taking values in C∗M, denoted
by HomC and HomC∗

M
, respectively. The following consequence of calculations in

Examples 7.9.8 and 7.12.8 is very useful.

Proposition 7.12.28. Let X,Y, Z ∈M. There is a canonical isomorphism

(7.37) HomC(X,Y )⊗ Z ∼= ∗ HomC∗
M
(Z,X)⊗ Y.

Proof. By Theorem 7.12.11 it suffices to find a canonical isomorphism

(7.38) ∗ HomC(Z,X)⊗ Y ∼= HomC∗
M
(X,Y )⊗ Z, X, Y, Z ∈M.

This isomorphism is constructed as follows. Choose an algebra A such that M =
ModC(A). By Example 7.9.8 the left hand side of (7.38) is ∗(X ⊗A Z∗) ⊗ Y ∼=
∗((Z ⊗A

∗X)∗) ⊗ Y ∼= (Z ⊗A
∗X) ⊗ Y . On the other hand, by Example 7.12.8

the right hand side of (7.38) is Z ⊗A (∗X ⊗ Y ). Thus, the associativity constraint
provides a canonical isomorphism (7.38). Note that the inverse to this isomorphism
is the image of idY under the following morphism

HomM(Y, Y )→ HomM(HomC∗
M
(X,Y )⊗X, Y )→

HomM(HomC∗
M
(X,Y )⊗ HomC(Z,X)⊗ Z, Y ) ∼=

HomM(HomC(Z,X)⊗ HomC∗
M
(X,Y )⊗ Z, Y ) ∼=

HomM(HomC∗
M
(X,Y )⊗ Z, ∗ HomC(Z,X)⊗ Y ),

where the arrows are given by the evaluation morphism (7.28). Thus, isomorphism
(7.37) does not depend on the choice of the algebra A. �

Remark 7.12.29. The isomorphism (7.37) is C-equivariant in the following
sense. Given W ∈ C, the diagram

(7.39) HomC(X,W ⊗ Y )⊗ Z

	
��

∼ �� ∗ HomC∗
M
(Z,X)⊗ (W ⊗ Y )

	
��

W ⊗ HomC(X,Y )⊗ Z
∼ �� W ⊗ ∗ HomC∗

M
(Z,X)⊗ Y,

where the horizontal arrows are given by isomorphism (7.37), the left vertical ar-
row is given by isomorphism (7.25), and the right vertical arrow comes from the
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C∗M-module functor structure on W (since C is identified with (C∗M)∗M by Theo-
rem 7.12.11).

7.13. The center construction

The notion of the center of a monoidal category categorifies that of the center
of a ring.

Let C be a monoidal category with the associativity constraint

aX,Y,Z : (X ⊗ Y )⊗ Z
∼−→ X ⊗ (Y ⊗ Z), X, Y, Z ∈ C.

Definition 7.13.1. The center of C is the category Z(C) defined as follows.
The objects of Z(C) are pairs (Z, γ), where Z ∈ C and

(7.40) γX : X ⊗ Z
∼−→ Z ⊗X, X ∈ C

is a natural isomorphism such that the following diagram
(7.41)

X ⊗ (Z ⊗ Y )
α−1

X,Z,Y
�� (X ⊗ Z)⊗ Y

γX⊗idY

����
���

���
���

�

X ⊗ (Y ⊗ Z)

idX ⊗γY

��������������

α−1
X,Y,Z ����

���
���

���
�

(Z ⊗X)⊗ Y,

(X ⊗ Y )⊗ Z
γX⊗Y

�� Z ⊗ (X ⊗ Y )

α−1
Z,X,Y,

��������������

is commutative for all X, Y ∈ C.
A morphism from (Z, γ) to (Z ′, γ′) is a morphism f ∈ HomC(Z, Z

′) such that
for each X ∈ C we have (f ⊗ idX) ◦ γX = γ′

X ◦ (idX ⊗f).
It turns out that Z(C) is a monoidal category with tensor product defined as

follows. If (Z, γ) and (Z ′, γ′) are objects in Z(C) then
(Z, γ)⊗ (Z ′, γ′) := (Z ⊗ Z ′, γ̃),

where γ̃X : X ⊗ (Z ⊗ Z ′)
∼−→ (Z ⊗ Z ′) ⊗ X, X ∈ C, is defined by the following

commutative diagram:

(7.42) X ⊗ (Z ⊗ Z ′)

γ̃X

��

α−1

X,Z,Z′
�� (X ⊗ Z)⊗ Z ′ γX⊗idZ′

�� (Z ⊗X)⊗ Z ′

αZ,X,Z′

��

(Z ⊗ Z ′)⊗X Z ⊗ (Z ′ ⊗X)
α−1

Z,Z′,X
�� Z ⊗ (X ⊗ Z ′).

idZ ⊗γ′
X��

The unit object of Z(C) is (1, r−1l), where r and l are the unit constraints.

Exercise 7.13.2. Show that the associativity constraint of C is a morphism in
Z(C) and so the latter is indeed a monoidal category.

If Z ∈ C has a left dual Z∗ then (Z, γ) has a left dual (Z∗, γ), where γX :=
(γ−1

∗X)∗. Similarly for right duals. Thus, if C is rigid then so is Z(C).
Remark 7.13.3. Isomorphisms (7.40) equip Z(C) with an additional structure

called braiding. Tensor categories with such structures are called braided. We study
braided categories in Chapter 8.
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Remark 7.13.4. Note that there is an obvious forgetful monoidal functor

(7.43) F : Z(C)→ C : (Z, γ) 
→ Z.

Exercise 7.13.5. Show that (Z, γ) 
→ (Z, γ−1) : Z(C) → Z(Cop) is a tensor
equivalence.

Exercise 7.13.6. Show that if C is a pivotal category, then so is its center
Z(C).

Hint: Check that if Z ∈ Z(C) and a is a pivotal structure on C, then
γZ∗∗ ◦ (aZ ⊗ id) = (id⊗aZ) ◦ γZ . Use functoriality of γZ,X in X, the fact that
γ∗∗
Z,Y = γZ∗∗,Y ∗∗ (the definition of γZ∗∗), tensoriality of aX and functoriality of aX

with respect to X ∈ C.
Exercise 7.13.7. Show that the center of an indecomposable multitensor ca-

tegory is a tensor category (i.e., show that it is abelian, and End(1) = k).

Let C be a finite multitensor category. Then C is an exact module category
over C � Cop, i.e., a C-bimodule category.

Proposition 7.13.8. There is a canonical equivalence (C � Cop)∗C ∼= Z(C). In
particular, the center of a finite multitensor category is finite.

Proof. Let F : C → C be a C-bimodule endofunctor. Since F is, in particular,
a left C-module functor, we have F = − ⊗ Z for some Z ∈ C. Since F is also a
right C-module functor, we must have a natural isomorphism

(X ⊗ Y )⊗ Z = F (X ⊗ Y )
∼−→ F (X)⊗ Y = (X ⊗ Z)⊗ Y, X, Y ∈ C.

Taking X = 1 we obtain a natural isomorphism

(7.44) γ : (− ⊗ Z)
∼−→ (Z ⊗ −).

The compatibility conditions (7.41) for the components γX : X⊗Z
∼−→ Z⊗X come

from the axiom (7.6) of a module functor. Finally, one checks that composition of
C-bimodule endofunctors of C corresponds to the tensor product of objects of the
center and that this correspondence is a tensor functor. �

Exercise 7.13.9. Verify the last statement in the proof of Proposition 7.13.8.

Remark 7.13.10. Proposition 7.13.8 shows that the above notion of the center
of C categorifies the notion of the center of a ring. Indeed, the center of a ring R is
isomorphic to the ring of R-bimodule endomorphisms of R.

Corollary 7.13.11. The forgetful functor (7.43) is surjective (in the sense of
Definition 1.8.3).

Proof. This is an immediate consequence of Corollary 7.12.13. �

7.14. The quantum double construction for Hopf algebras

In this section we will explain what the center construction gives, in more ex-
plicit terms, for the category of representations of a finite dimensional Hopf algebra.
It turns out that in this case the center construction reduces to Drinfeld’s quantum
double construction.

Namely, let H be a finite dimensional Hopf algebra with coproduct Δ, counit ε
and antipode S, and let C be the category Rep(H) of finite dimensional representa-
tions of H. Then by the reconstruction theory for Hopf algebras, we have a natural
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forgetful functor F : C → Vec, such that H = EndF . Now, Z(C) is a finite tensor
category with a natural tensor functor Z(C)→ C. Composing this functor with F ,

we get a tensor functor F̃ : Z(C) → Vec. Thus we have a finite dimensional Hopf

algebra D := End F̃ .

Definition 7.14.1. The Hopf algebra D is called the quantum double of H and
is denoted by D(H).

Let us describe the structure of D(H) more explicitly. For this purpose, let
Z ∈ Z(C). Then Z is a representation of H with some additional structure. Let us
spell this structure out. The additional structure is a map γX : X ⊗ Z → Z ⊗X
for each X ∈ C such that diagram (7.41) commutes. We have γX = σ ◦ RXZ ,
where RXZ : X ⊗Z → X ⊗Z is a linear isomorphism, and σ is the permutation of
components. The map RXZ is functorial in X, so it suffices to know it for X = H
being the free rank 1 H-module. Now, RHZ commutes with right multiplications
by elements of H in the first component, so we can view RHZ as an element of
H ⊗ Endk(Z).

Exercise 7.14.2. Show that the commutative diagram for γ is equivalent to
the equation R13

HZR
23
HZ = (Δ⊗ id)(RHZ).

Define a linear map ρ : H∗⊗Z → Z by the formula ρ(f ⊗z) = (f ⊗ id)(RHZ)z.
Exercise 7.14.2 implies that ρ is an action of H∗ on Z. Thus, by definition, RHZ is
the action on H ⊗ Z of the canonical element of H ⊗H∗, R :=

∑
i hi ⊗ h∗

i , where
hi is a basis of H and h∗

i is the dual basis of H∗ (here h∗
i acts via ρ). Note that

(Δ⊗ id)(R) = R13R23.

Proposition 7.14.3. Let H∗cop be the Hopf algebra H∗ with the opposite co-
product (so that the antipode of H∗cop is inverse to the antipode S of H∗). Then R
is invertible in H ⊗H∗cop with

(7.45) R−1 = (S ⊗ id)(R) = (id⊗S−1)(R).

Exercise 7.14.4. Prove Proposition 7.14.3.

Thus, we have an action of the free product 6 H ∗H∗cop on Z. However, there
are certain commutation relations between H and H∗cop.

To write these relations down, note that γX is an H-morphism, which implies
that RHZΔ(a) = Δop(a)RHZ for a ∈ H. Thus, R12(Δ⊗ id)(R) = (Δop⊗ id)(R)R12.
Thus, we have the quantum Yang-Baxter equation in H ⊗ Z ⊗H∗cop:

R12R13R23 = R23R13R12.

Using (7.45), this can be rewritten as

R12(id⊗S−1)(R)23 = (id⊗S−1)(R)13(id⊗S−1)(R)23R12R13

In components, this looks like∑
i,j

hi ⊗ h∗
i hj ⊗ S−1(h∗

j ) =
∑

p,q,r,s

hphrhs ⊗ hqh
∗
r ⊗ S−1(h∗

p)S
−1(h∗

q)h
∗
s.

6Recall that for two unital algebras A1, A2, the free product A1∗A2 is the unital algebra such
that Hom(A1 ∗ A2, B) = Hom(A1, B)× Hom(A2, B) for any unital algebra B. If Ai = TVi/(Ri),
i = 1, 2, where TVi is the tensor algebra of a space Vi, and Ri ⊂ TVi is the space of relations, then
A1 ∗A2 = T (V1 ⊕ V2)/(R1 ⊕R2). It is easy to see that if A1, A2 are bialgebras or Hopf algebras
then so is A1 ∗A2, with the coproduct, counit and antipode induced by those on the factors.
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Taking the inner product with h∗
i in the first component and with S−1(hj) in the

third component, and using that S preserves the inner product between H and
H∗cop, we obtain

h∗
i hj =

∑
p,q,r,s

(h∗
i , hphrhs)(S

−1(h∗
p)S

−1(h∗
q)h

∗
s, S

−1(hj))hqh
∗
r

Using the coproduct rule for the R-matrix, this can be written as

h∗
i hj =

∑
q

(S(h∗
i1)h

∗
qh

∗
i3, hj)hqh

∗
i2.

where we use Sweedler’s notation (Δ⊗id)(Δ(h∗
i )) = h∗

i1⊗h∗
i2⊗h∗

i3 (i.e., a summation
is implied).

Finally, we can rewrite this as

(7.46) fh = (f1, S
−1(h1))(f3, h3)h2f2,

where h ∈ H, f ∈ H∗cop, and (Δ ⊗ id)(Δ(h)) = h1 ⊗ h2 ⊗ h3 (again Sweedler’s
notation).

Definition 7.14.5. The quotient of the free product H ∗H∗cop by the relation
(7.46) is called the quantum double (or Drinfeld double) ofH and denoted byD(H).

Thus, we see that each object of Z(C) is naturally a module over D(H). Con-
versely, it is clear that any D(H)-module Z is naturally an object of Z(C). Thus,
we obtain

Proposition 7.14.6. The category Z(C) is naturally equivalent to the category
Rep(D(H)) of finite dimensional D(H)-modules.

Exercise 7.14.7. Show that the commutation relation (7.46) of D(H) can be
rewritten as

(f2, S
−1(h2))f1h1 = (f1, S

−1(h1))h2f2,

and as
hf = (f1, h1)(f3, S

−1(h3))f2h2.

The properties of D(H) are summarized in the following proposition.

Proposition 7.14.8. (i) The multiplication map H ⊗ H∗cop → D(H) is an
isomorphism of vector spaces; in other words, the algebra D(H) is H ⊗H∗cop with
H,H∗cop being subalgebras, and the multiplication defined by

(7.47) hph
∗
i · hjh

∗
q = (h∗

i1, S
−1(hj1))(h

∗
i3, hj3)hphj2h

∗
i2h

∗
q .

In particular, dimD(H) = (dimH)2.
(ii) Relation ( 7.46) defines a Hopf ideal in H ∗H∗cop, and thus D(H) is a Hopf

algebra with the coproduct and antipode induced by those of H and H∗cop.
(iii) The equivalence of Proposition 7.14.6 is naturally an equivalence of tensor

categories. This equivalence identifies D(H) with the Hopf algebra D := End F̃ .

Exercise 7.14.9. Prove Proposition 7.14.8.
Hint: Show that the product defined by (7.47) is associative and compatible

with the coproduct.

Remark 7.14.10. It is essential that we use the opposite coproduct in H∗ in
(ii); with the usual coproduct, this construction does not work.

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



166 7. MODULE CATEGORIES

Exercise 7.14.11. Let � be an odd integer ≥ 2, and H be the Taft algebra of
dimension �2, see Example 5.5.6. Show that the double D(H) is isomorphic to the
tensor product uq(sl2)⊗ kZ/�Z as a Hopf algebra.

Remark 7.14.12. A similar result holds for the small quantum group uq(g)
of any simple Lie algebra g. Namely, let uq(b) denote the subalgebra of uq(g)
generated by the elements Ki and Ei for all i. Then under appropriate conditions
on the root of unity q (namely, if the order of q is coprime to the determinant of
the Cartan matrix of g), one has D(uq(b)) = uq(g) ⊗ kT , where T is the group
generated by the Ki.

Exercise 7.14.13. Find an explicit presentation by generators and relations
for the double D(H) for the Nichols Hopf algebra H, see Example 5.5.8.

7.15. Yetter-Drinfeld modules

Now let C = K−comod, where K is a Hopf algebra not assumed to be finite
dimensional. Let us generalize the description of the center Z(C) from the previous
section to this case (the case of the previous section is K = H∗, dimH < ∞). To
do so, we just need to rewrite the compatibility condition between the actions of
H and H∗ on an object Z ∈ Z(C) in terms of a coaction τ : Z → K ⊗ Z and an
action η : K ⊗ Z → Z. If we do this, the compatibility relation takes the form:

(7.48) τ (kz) = k1z1S(k3)⊗ k2z2,

where we use Sweedler’s notation (Δ⊗ 1)(Δ(k)) = k1 ⊗ k2 ⊗ k3 and τ (z) = z1 ⊗ z2
(in both cases, implicit summation is assumed).

Exercise 7.15.1. Verify relation (7.48).
Hint: use Exercise 7.14.7.

Definition 7.15.2. A Yetter-Drinfeld module over K is a left K-module Z
equipped with a left K-comodule structure τ : Z → K⊗Z such that relation (7.48)
is satisfied.

The tensor product of Yetter-Drinfeld modules is defined as the tensor product
of Kcop-modules and of K-comodules. This endows the category of Yetter-Drinfeld
modules with a monoidal structure. Moreover, it is easy to see that the category
Y D(K) of finite dimensional Yetter-Drinfeld modules over K is a tensor category.

Thus, we obtain

Proposition 7.15.3. Let K be a Hopf algebra. The center of the category
K−comod is naturally equivalent to the category Y D(K) as a tensor category.

Exercise 7.15.4. Fill in the details in the proof of Proposition 7.15.3.

7.16. Invariants of categorical Morita equivalence

Let C be a finite multitensor category and letM be an exact faithful C-module
category. ConsiderM as a (C�C∗M)-module category. Clearly, this module category
is exact. We have the following generalization of Proposition 7.13.8.

Theorem 7.16.1. The category (C � C∗M)∗M is canonically equivalent to Z(C).
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Proof. An object of (C � C∗M)∗M is, in particular, a C∗M-module functor, and
so by Theorem 7.12.11 it is isomorphic to the functor Z ⊗ − of multiplication by
some object Z ∈ C. The (C�C∗M)-module structure on this functor yields a natural
isomorphism of the following endofunctors ofM:

(7.49) X ⊗ F (Z ⊗ −) ∼= Z ⊗ (X ⊗ F (−)), X ∈ C, F ∈ C∗M.

This, in turn, gives rise to an isomorphism between C∗M-module functors (Z⊗X)⊗−
and (X⊗Z)⊗−. By Theorem 7.12.11X 
→ (X⊗−) : C 
→ (C∗M)∗M is an equivalence,

therefore we get a natural isomorphism γX : X ⊗ Z
∼−→ Z ⊗X. The compatibility

condition of isomorphism (7.49) coming from axioms of a module functor translates
to diagram (7.41) from Definition 7.13.1 of the center of C. Thus, the functorial
isomorphism γ = {γX} makes Z an object of the center of C.

Conversely, given a central object (Z, γ) there is a natural (C � C∗M)-module
functor structure on Z ⊗ − . It is clear that the above assignments are tensor
functors quasi-inverse to each other. �

Corollary 7.16.2. There is a canonical tensor equivalence

(7.50) Z(C) ∼= Z(C∗M).

Proof. In view of Theorem 7.12.11 the equivalence in Theorem 7.16.1 is sym-
metric in C and C∗M. Thus both Z(C) and Z(C∗M) are canonically equivalent to
(C � C∗M)∗M. �

Remark 7.16.3. Let A be an algebra in C such that M ∼= ModC(A), see
Theorem 7.10.1. Then tensor equivalence (7.50) can be described as follows. For
any (Z, γ) ∈ Z(C) the free right A-module Z⊗A has a structure of a left A-module
via

A⊗(Z⊗A)
a−1
A,Z,A−−−−→ (A⊗Z)⊗A γA⊗idA−−−−−→ (Z⊗A)⊗A aZ,A,A−−−−→ Z⊗(A⊗A)

idZ ⊗m−−−−−→ Z⊗A,

where a denotes the associativity constraint of C and m : A ⊗ A → A is the
multiplication of A. It is easy to check that (Z, γ) is an A-bimodule. Furthermore,
it has a structure of a central A-bimodule via

(7.51) X ⊗A (Z ⊗A) ∼= X ⊗ Z
γX−−→ Z ⊗X ∼= (Z ⊗A)⊗A X, X ∈ BimodC(A).

Equivalence (7.50) is identified with

(7.52) Z 
→ Z ⊗ A : Z(C)→ Z(BimodC(A)).

Note that BimodC(A) ∼= (C∗M)op by Remark 7.12.5 and Z((C∗M)op) ∼= Z(C∗M) as
tensor categories by Exercise 7.13.5.

Remark 7.16.4. We will see in Proposition 8.5.3 that (7.52) is in fact an
equivalence of braided tensor categories.

As we have seen in Proposition 7.13.8, the dual category of (C � Cop) with
respect to C is Z(C), the center of C. Let I : C → Z(C) be the right adjoint of the
forgetful functor F : Z(C) → C (7.43). We have canonical algebras I(1) ∈ Z(C)
and A := HomC�Cop(1, 1) ∈ C � Cop, see Example 7.9.10 and Definition 7.9.12.

Proposition 7.16.5. Let C, F , and I be as above.

(i) FI(1) is isomorphic to the image of ∗A under the tensor product functor
⊗ : C � Cop → C.

(ii) If C is a tensor category then FPdim(I(1)) = FPdim(C).
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Proof. Taking X = Y = Z = 1 ∈ C in Proposition 7.12.28, we have

(7.53) FI(1) = HomZ(C)(1, 1)⊗ 1 = ∗A⊗ 1,

which implies (i).
To prove (ii), observe that (7.53) implies FPdim(I(1)) = FPdim(A). Let O(C)

denote the set of simple objects of C. The simple objects of C� Cop are of the form
X � Y where X,Y ∈ O(C) and their projective covers are P (X) � P (Y ). Hence

FPdim(A) =
∑

X,Y ∈O(C)
FPdim(X) FPdim(Y )[A : X � Y ]

=
∑

X,Y ∈O(C)
FPdim(X) FPdim(Y ) dimk HomC�Cop(P (X) � P (Y ), A)

=
∑

X,Y ∈O(C)
FPdim(X) FPdim(Y ) dimk HomC(P (X)⊗ P (Y ), 1)

=
∑

X,Y ∈O(C)
FPdim(X) FPdim(Y ) dimk HomC(P (X), P (Y )∗)

=
∑

X,Y ∈O(C)
FPdim(X) FPdim(Y ) [P (Y )∗ : X]

=
∑

Y ∈O(C)
FPdim(Y ) FPdim(P (Y )∗) = FPdim(C),

as required. �

Theorem 7.16.6. For any finite tensor category FPdim(Z(C)) = FPdim(C)2.

Proof. The forgetful functor F : Z(C) → C is surjective by Lemma 7.13.11.
Hence,

FPdim(I(1)) =
FPdim(Z(C))
FPdim(C)

by Lemma 6.2.4. On the other hand, we have FPdim(I(1)) = FPdim(C) by Propo-
sition 7.16.5(i). �

Corollary 7.16.7. For any exact indecomposable C-module category M we
have FPdim(C) = FPdim(C∗M).

Proof. By Theorems 7.16.1 and 7.16.6 we have

FPdim(C)2 = FPdim(Z(C)) = FPdim(Z(C∗M)) = FPdim(C∗M)2

and numbers FPdim(C) and FPdim(C∗M) are positive. �

Exercise 7.16.8. Let C be a fusion category, andM an indecomposable semi-
simple C-module category with the simple objects Mi. Recall that the Frobenius-
Perron dimensions FPdim(M) for M ∈M are defined up to scaling by the condition
that FPdim(X ⊗M) = FPdim(X) FPdim(M) for any X ∈ C. Define a (positive)
normalization of these dimensions, FPdimc(M), which we will call the canonical
normalization, by the condition∑

i

FPdimc(Mi)
2 = FPdim(C),
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Show that for the canonical normalization,

FPdim(Hom(M,M ′)) = FPdimc(M) FPdimc(M
′)

for any M,M ′ ∈ M (and the canonical normalization is determined by this prop-
erty).

Hint: consider the matrix of the action of the regular virtual object RC in the
basis Mi. Show that the entries of this matrix are FPdimc(Mi) FPdimc(Mj), and
use this to deduce the required statement.

Exercise 7.16.9. Let C be a fusion category, and A be an indecomposable
semisimple algebra in C (i.e., an algebra whose categoryM of left modules in C is
indecomposable as a right C-module category and semisimple).

(i) Consider the dual category C∗M, i.e., the category of A-bimodules in C. Let
Xj be the simple objects of C∗M. For X ∈ C∗M, let d(X) be the dimension of X as
an object of C. Show that d(X) = FPdim(A) FPdim(X), and thus∑

j

d(Xj)
2 = FPdim(A)2 FPdim(C).

Hint: use that A is the unit object in C∗M, and Corollary 7.16.7.
(ii) Let Mi be the simple objects ofM. Show that∑

i

FPdim(Mi)
2 = FPdim(A) FPdim(C).

Hint: Show that Hom(A,M) = M , where on the right hand side M is re-
garded as an object of C. Deduce that FPdimc(A) FPdimc(M) = FPdim(M), where
FPdimc(M) is defined in Exercise 7.16.8. Applying this to M = A, deduce that
FPdimc(A) = FPdim(A)1/2 and hence FPdim(M) = FPdim(A)1/2 FPdimc(M).

(iii) Let V be an object of C. Show that

dimk HomC(V ⊗ V ∗, A) ≥ FPdim(A) FPdim(V )2

FPdim(C) .

In particular, taking V = 1, we get

dimk HomC(1, A) ≥ FPdim(A)

FPdim(C) .

Hint: Let Mi ⊗ V = ⊕jaijMj , aij ∈ Z≥0. Let A = ⊕ikiMi as a left A-
module. Show that EndA(A ⊗ V ) = HomC(V ⊗ V ∗, A), and dimEndA(A ⊗ V ) =∑

j(
∑

i kiaij)
2. On the other hand, denoting FPdim(Mi) by mi, show that∑

i,j

kiaijmj = FPdim(A) FPdim(V ) and
∑
j

m2
j = FPdim(A) FPdim(C)

(use (ii)). Then use the Cauchy-Schwarz inequality.
(iv) Let H be a semisimple (quasi-) Hopf algebra, and A be a finite dimensional

H-module algebra. Show that if A is semisimple as an algebra in the category of
H-modules (i.e., A#H is a semisimple algebra), then for any finite dimension H-
module V , one has

dimHomH(V ⊗ V ∗, A) ≥ dim(A) dim(V )2

dim(H)
.

In particular, dim(AH) ≥ dim(A)
dim(H) , where AH is the algebra of H-invariants in A.
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(v) Let H be a semisimple Hopf algebra, and A be a finite dimensional H-
module algebra. Show that if A is semisimple in the usual sense, then it is also
semisimple in the category of H-modules.

Hint: Let M be the category of A-modules in C, and M′ be the category
of ordinary A-modules (in Vec). Then M′ is a module category over the tensor
category C′ of H∗-modules, which is Morita equivalent to C. The category M′

is semisimple, hence exact. Show that M′ corresponds to M under the Morita
equivalence between C′ and C, and deduce thatM is exact, hence semisimple.

(vi) Deduce that (iv) holds for any H-module algebra A which is semisimple in
the usual sense.

(vii) Does the converse to (v) hold over a field of any characteristic?
Hint: Consider A = H∗ with action of H by left translations, where H is the

function algebra on a finite group in characteristic p.
(viii) Show that the converse to (v) holds if H is cosemisimple.
(ix) Show that (vi) fails if H is not semisimple; i.e., there are actions of finite

dimensional nonsemisimple H on a matrix algebra A such that dim(AH) is much
less than dim(A)/ dim(H). Namely, let H be the Nichols Hopf algebra of dimension
16 over C generated by a grouplike element g such that g2 = 1 and skew-primitive
elements xi, i = 0, 1, 2, such that gxi = −xig, xixj = −xjxi, x

2
i = 0, and Δ(xi) =

1⊗ xi + xi ⊗ g. Let B be a matrix algebra. Show that there is a right B-linear left
action of H on B ⊕ B with right B-basis e1, e2 by

g(e1) = e1, g(e2) = −e2, xi(e1) = 0, x0(e2) = e1, x1(e2) = xe1, x2(e2) = ye1,

where x, y ∈ B are any elements. Now consider the corresponding adjoint action of
H on A := End(B2)B = Mat2(B), via

a ◦M = a1MS(a2)

(using Sweedler’s notation). Show that AH is the set of matrices b · Id, where
b ∈ Zx,y, and Zx,y is the centralizer of x, y in B.

Now take x, y ∈ B to be an irreducible (i.e., generating) pair of elements
(clearly, generic x, y satisfy this condition). Show that Zx,y = C, so the invariants
AH in A are trivial, and hence dimAH = 1 < dim(A)/ dim(H) = dim(B)/4 if
dim(B) > 4.

7.17. Duality for tensor functors and Lagrange’s Theorem

Let C,D be finite multitensor categories, letM be an exact faithful D-module
category, and F : C → D be a tensor functor (i.e., we require that F (1) = 1). Then
M is a module category over C which is, obviously, not always exact (e.g., consider
the case when C is trivial andM = D).

Definition 7.17.1. The pair (F,M) is called an exact pair ifM is an exact
C-module category.

Suppose (F,M) is an exact pair. There is an obvious tensor functor

F ∗ : D∗
M → C∗M

(note that F endows aD-module endofunctor ofM with the structure of a C-module
endofunctor) and (F ∗,M) is an exact pair.
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Definition 7.17.2. We will call the above functor F ∗ : D∗
M → C∗M the dual

functor to F . We will also call the exact pair (F ∗,M) dual to the pair (F,M),
and write (F ∗,M) = (F,M)∗.

Clearly, for any exact pair T , one has T ∗∗ = T .
For simplicity, below we will consider only exact pairs in which C and D are

tensor (i.e., not just multitensor) categories, andM is indecomposable over C (the
class of such pairs is obviously stable under dualization). We note, however, that
the results below can be extended to the general case.

Definition 7.17.3. An exact pair (F,M) is surjective if F is surjective, and
injective if F is injective.

Theorem 7.17.4. The dualization map takes surjective exact pairs into injec-
tive ones, and vice versa.

Proof. Let T = (F : C → D,M) be an exact pair. Denote FPdim(C) = c and
FPdim(D) = d. Then FPdim(C∗M) = c and FPdim(D∗

M) = d by Corollary 7.16.7.
Assume first that F is injective, but F ∗ is not surjective. Then by Proposition

6.3.5, FPdim(ImF ∗) < c. Since F is injective, we also have FPdim(ImF ∗) < d (as
c ≤ d). The functor F factors through E = (ImF ∗)∗M (it is not difficult to show that
M is exact and indecomposable over ImF ∗, so E is a finite tensor category). Since
FPdim(E) = FPdim(ImF ∗) < min(c, d), by Proposition 6.3.6, F is not injective.
Contradiction.

Assume now that F is surjective, but F ∗ is not injective. Then by Proposition
6.3.5, FPdim(ImF ∗) < d. Since F is surjective, we also have FPdim(ImF ∗) < c.
The functor F factors through E = (ImF ∗)∗M. Since FPdim(E) = FPdim(ImF ∗) <
min(c, d), by Proposition 6.3.6, F is not surjective. Contradiction. �

Let C be a multitensor category and let

C =
⊕
ik

Cik

be its decomposition into a direct sum of component subcategories, see (4.1). Note
that each Cii is a tensor category and Cik is a Cii − Ckk bimodule category.

Proposition 7.17.5. We have (Cii)∗Cik

∼= Copkk, i.e., tensor categories Cii and
Ckk are categorically Morita equivalent for all i, k.

Proof. For each k let Mk := ⊕j Cjk. The regular C-module category de-
composes as C = ⊕kMk. Then C∗C = ⊕kl FunC(Mk,Ml). It follows from Exam-

ple 7.12.3 that C∗Mk

∼= Copkk. Let C̃ := ⊕i Cii be the “diagonal” subcategory of C. It

is clear that C̃∗Mk
= ⊕i (Cii)∗Cik

.

By Theorem 7.17.4 the dual functor C∗Mk
→ C̃∗Mk

is surjective. This means

that for all i, k the obvious tensor functor Copkk → (Cii)∗Cik
is surjective. In view of

Proposition 6.3.4 this proves the result. �

Next, we prove Lagrange’s theorem for subcategories of finite tensor categories.

Theorem 7.17.6. Let D be a finite tensor category, and C ⊂ D be a tensor
subcategory. Then the ratio FPdim(D)/FPdim(C) is an algebraic integer.
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Proof. Consider the natural embedding F : C � Dop → D � Dop. Consider
M = D as a module category over D � Dop. It is easy to check that the pair
(F,M) is exact, and M is indecomposable over C � Dop. Thus, Theorem 7.17.4
applies, and the functor F ∗ : (D⊗Dop)∗M = Z(D)→ (C⊗Dop)∗M is surjective. The
Frobenius-Perron dimension of the first category is FPdim(D)2 and the Frobenius-
Perron dimension of the second one is FPdim(C) FPdim(D). By Corollary 6.2.2 the
ratio of these dimensions is an algebraic integer. �

Remark 7.17.7. In the case when D = VecG, this theorem reduces to classical
Lagrange’s theorem, saying that the order of any subgroup of G divides the order
of G.

7.18. Hopf bimodules and the Fundamental Theorem

Let C, D be finite tensor categories over a field k. Recall from Proposition 4.6.1
that the category C �D has a natural structure of a tensor category.

Let Cop denote the opposite tensor category, see Definition 2.1.5. The category
C has a natural structure of an exact C-bimodule category. We will denote the
corresponding action by

(X, V ) 
→ X ◦ V, X ∈ C � Cop, V ∈ C.
In Definition 7.9.12 we introduced the canonical algebra A := Hom(1, 1) ∈ C�Cop.

Definition 7.18.1. The category of right A-modules in C � Cop will be called
the category of Hopf bimodules in C.

Clearly, this definition is a generalization of the definition of a Hopf module.
Let H denote the category of Hopf bimodules in C.
Observe that (X,Y ) 
→ HomC(X, Y ∗)∗ is an additive bifunctor from Cop×C to

Vec. Hence it defines an additive functor HC : Cop � C → Vec. Therefore, one can
define another tensor product � on C � Cop by

(7.54) (idC �HC)� idCop : (C�Cop)� (C�Cop) ∼= (C� (Cop �C))�Cop → C�Cop,
where we implicitly used a natural action of Vec on C.

Remark 7.18.2. Another way to define the tensor product � is the following:
one identifies Cop with the dual category C∨ via the functor X 
→ X∗. Then the
category C�Cop identifies with the category of right exact functors from C to itself,
and � corresponds to the composition of functors. Under this identification, the
object A ∈ C � Cop representing the functor

X � Y 
→ Hom(X ⊗ Y,1) = Hom(X,Y ∗) : C � Cop → Vec

corresponds to the identity functor (this is why we use X 
→ X∗ and not X 
→ ∗X
to identify Cop and C∨). In particular, A is the unit object for �.

Example 7.18.3. Let H be a finite dimensional Hopf algebra and let C =
Rep(H). We have C � Cop = Rep(H ⊗Hcop).

Then A = H∗ is an H ⊗Hcop-module algebra via the action ((x ⊗ y)φ)(a) =
φ(S−1(y)ax), where S−1 is the inverse antipode of H, i.e., the antipode of Hcop

(cf. Example 7.9.11).
Furthermore, H is the category of H∗-modules in Rep(H⊗Hcop) (equivalently,

it is the category of H-comodules in the category of H-bimodules) and � is dual
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to the usual bimodule tensor product (i.e., M �N = (N∗ ⊗H M∗)∗ where the star
denotes the dual vector space).

Exercise 7.18.4. Prove statements in Example 7.18.3.

Proposition 7.18.5. Let C be a finite tensor category.

(a) H is a tensor category and functors V 
→ (V �1)⊗A and V 
→ (1�V )⊗A
from C to H are equivalences of tensor categories.

(b) There is a natural isomorphism of tensor functors

(7.55) ρV : (V � 1)⊗A ∼= (1 � V )⊗A.

Proof. (a) For all objects V in C we have

Hom(1, V ) = Hom(1, (V � 1) ◦ 1) ∼= (V � 1)⊗ Hom(1,1) = (V � 1)⊗A,

Hom(1, V ) = Hom(1, (1 � V ) ◦ 1) ∼= (1 � V ) ◦ Hom(1,1) = (1 � V )⊗A.

It follows from Theorem 7.10.1 that (− � 1)⊗A is an equivalence between C and
H. To see that it is tensor, observe that under the identification in Remark 7.18.2
(i) the functor (− �1)⊗A (and, similarly, (1� −)⊗A) sends V ∈ C to the functor
V ⊗ − from C to itself. Thus, the associativity constraint in the category C gives
rise to a tensor structure on these functors.

(b) The tensoriality of the natural isomorphism (7.55) is obvious from the
description in (a). It is also equivalent to commutativity of the following diagram

(7.56) ((V � 1)⊗A)� ((W � 1)⊗A) ��

ρV �ρW

��

((V ⊗W ) � 1)⊗A

ρV ⊗W

��

((1 � V )⊗A)� ((1 � W )⊗A) �� (1 � (V ⊗W ))⊗A.

�

Remark 7.18.6. Another way to state Proposition 7.18.5 (b) is to say that the
following diagram commutes:

(7.57) (V � 1)⊗ (W � 1)⊗A ��

id⊗ρW

��

((V ⊗W ) � 1)⊗A

ρV ⊗W

��

(V � 1)⊗ (1 � W )⊗A

��

(1 � (V ⊗W ))⊗A

(1 � W )⊗ (V � 1)⊗A
id⊗ρV �� (1 � W )⊗ (1 � V )⊗A.

��

Let A = Hom(1, 1) and let M be a left A-module. By Remark 7.8.6(i) the
object M∗ has a natural structure of a right A-module with the action given by

(7.58) M∗ ⊗A
p∗⊗idA−−−−→M∗ ⊗A∗ ⊗A

idM∗ ⊗ coevA−−−−−−−−→M∗,

where p : A⊗M → M is the left action of A on M and coevA is the coevaluation
morphism of A. In particular, A∗ has a canonical structure of a Hopf bimodule.
Thus, according to Proposition 7.18.5(a), there exists a unique up to an isomor-
phism object D ∈ C such that

(7.59) (D � 1)⊗A ∼= A∗
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as Hopf bimodules. Moreover, isomorphism (7.59) is unique up to scaling. It
follows immediately from the definition that the Frobenius-Perron dimension (see
Section 3.3) of D equals to 1 and thus D is invertible. Note that its isomorphism
class in C is canonically defined.

Recall that in Section 6.4 we defined the distinguished invertible object Xρ of
C as the dual of the socle of the projective cover of 1, see Definition 6.4.4.

Theorem 7.18.7. The object D ∈ C is isomorphic to the dual of the distin-
guished invertible object: D ∼= X∗

ρ .

Proof. Let I be a set indexing the isomorphism classes of simple objects in
C; for α ∈ I let Xα, Pα, Iα denote a simple object corresponding to α, its projective
cover, and its injective hull. We will assume that 0 ∈ I and X0 = 1. Let i run
through I. We are going to compute dimk HomC�Cop(P0 � Xi, A

∗) in two ways.
First calculation:

dimk HomC�Cop(P0 � Xi, A
∗) = dimk HomC�Cop(P0 � Xi, (D � 1)⊗A)

= dimk HomC(P0 ⊗Xi, D) =

{
1 if Xi = D,
0 otherwise.

Second calculation:

dimk HomC�Cop(P0 � Xi, A
∗) = dimk HomC�Cop(A, ∗(P0 � Xi))

= dimk HomC�Cop((P0 � 1)⊗A,1 � X∗
i ).

Let us look closely at the object (P0 � 1)⊗ A in C � Cop.

Lemma 7.18.8. The object (P0 � 1)⊗ A is injective.

Proof. Observe that the functor

Hom(X � Y, (P0 � 1)⊗A) = Hom((P ∗
0 ⊗X) � Y,A) = Hom(P ∗

0 ⊗X ⊗ Y,1)

is exact in both variables X,Y since P ∗
0 ⊗X⊗Y is injective, see Proposition 4.2.12.

Thus the functor Hom(−, (P0 � 1)⊗ A) is exact. The lemma is proved. �

We continue the proof of the Theorem. By Lemma 7.18.8,

(P0 � 1)⊗A = ⊕α,β∈IMαβIα � Iβ

for some non-negative integer multiplicities Mαβ . We have

Mαβ = dimk HomC�Cop(Xα � Xβ, (P0 � 1)⊗A)

= dimk HomC(P
∗
0 ⊗Xα ⊗Xβ,1)

= dimk HomC(Xα ⊗Xβ, P0)

= [Xα ⊗Xβ : X∗
ρ ],

where [X : Xi] denotes the multiplicity of a simple object Xi in the Jordan-Hölder
series of X. To calculate dimk HomC�Cop((P0 � 1) ⊗ A,1 � X∗

i ), it is enough to
consider the summands with Iα = P0. In this case Xα = X∗

ρ and [Xα⊗Xβ : X∗
ρ ] =

[Xβ : 1]. Thus

(7.60) dimk HomC�Cop((P0 � 1)⊗A,1 � X∗
i ) =

{
1 if I0 covers X∗

i ,
0 otherwise.

Since I0 = P ∗
0 covers Xρ, the Theorem follows. �
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Proposition 7.18.9. Let f : A→ A∗∗ be a morphism in C�Cop. Assume that
TrL(f) 	= 0. Then the category C is semisimple.

Proof. By definition TrL(f) is the following morphism :

(7.61) TrL(f) : 1 � 1
coevA−−−→ A⊗A∗ f⊗idA−−−−→ A∗∗ ⊗A∗ evA∗−−−→ 1 � 1.

In particular, if TrL(f) 	= 0 then 1 is a direct summand of A ⊗ A∗. Hence P0 � 1
is a direct summand of (P0 � 1) ⊗ A ⊗ A∗. By Lemma 7.18.8 (P0 � 1) ⊗ A is
projective and therefore (P0 � 1)⊗A⊗A∗ is projective. Thus P0 � 1 is projective
and consequently 1 is projective. Hence C is semisimple. �

As a corollary we obtain a classical theorem of Larson and Radford in Hopf
algebra theory.

Corollary 7.18.10. Let H be a finite dimensional Hopf algebra with the an-
tipode S. If TrH(S2) 	= 0 then H is semisimple and cosemisimple.

The converse to this theorem also holds and is proved below in Proposition
8.20.17.

Note that both directions of this theorem can be proved in another way (Ex-
ercise 7.10.10).

The next example illustrates the above constructions when C = Rep(H), the
category of finite dimensional representations of a finite dimensional Hopf algebra
H.

Example 7.18.11. For C = Rep(H) we have C � Cop = Rep(H ⊗Hcop). As it
was explained in Example 7.18.3, the algebra A in this case is isomorphic to H∗,
with the action of H ⊗Hcop defined by ((x⊗ y)f)(a) = f(S−1(y)ax). Similarly to
Exercise 7.10.10, H is a Hopf bimodule for H∗. So by Proposition 7.18.5 there is
an isomorphism of Hopf bimodules φ : H → (1 � D) ⊗ H∗. Let φ(1) = λ. Then
f ◦ 1 = f(1), so fλ = f(1)λ, hence λ is a nonzero left integral for H∗. Moreover,
the H-invariance of φ implies that φ(h)(z) = λ(zh) for any h, z ∈ H. Thus, the
compatibility condition of φ with the action of Hcop reads:

φ(hS(b))(z) = α−1(b1)λ(S
−1(b2)zh),

where α = D∗ is the distinguished character of H.
Thus, replacing b with S(x) and zh with y, we obtain the following proposition,

well known in Hopf algebra theory.

Proposition 7.18.12. If λ is a left integral of a Hopf algebra H, and α is its
distinguished character, then

λ(yS2(x)) = α(x2)λ(x1y), x, y ∈ H,

and
λ(yS2(x1))α

−1(x2) = λ(xy), x, y ∈ H.

In particular, if H is unimodular (i.e., α = 1) then

λ(yS2(x)) = λ(xy), x, y ∈ H.

Remark 7.18.13. Recall that if B is a Frobenius algebra with the trace func-
tional λ (i.e., the bilinear form (x, y) 
→ λ(xy) is non-degenerate) then there exists
a unique automorphism σ : B → B, called the Nakayama automorphism, such that
λ(xy) = λ(yσ(x)). Proposition 7.18.12 says that the Nakayama automorphism of
the Frobenius algebra H is a 
→ S2(a1)α

−1(a2), and it is S2 in the unimodular case.
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Proposition 7.18.14. Let H be a finite dimensional Hopf algebra such that H∗

is unimodular (e.g., H is cosemisimple), and let I be a left integral of H. Suppose
Δ(I) =

∑
i ai ⊗ bi. Then Δ(I) =

∑
i S

2(bi)⊗ ai.

Proof. This follows from Proposition 7.18.12 by taking the dual. �

Proposition 7.18.15. (see [Mon], Corollary 10.3.13) Let H be a semisimple
and cosemisimple Hopf algebra (over a field of any characteristic). Then the double
D(H) is semisimple.

Proof. Consider the D(H)-module M := D(H) ⊗H∗ k. This module is pro-
jective, since k is a projective H∗-module (as H∗ is semisimple). It suffices to show
that the trivial D(H)-module k is a direct summand in M . Then it would follow
that k is a projective D(H)-module, which would imply that any D(H)-module X
is projective (since X = X ⊗ k, see Proposition 4.2.12).

Note that since D(H) = H ⊗H∗ as a space, we have a natural identification
M = H as a left H-module. We have a natural D(H)-module map M = H → k,
which sends 1 to 1. Clearly, this map is (up to normalization) simply the counit ε
of H.

Let I be a left integral of H. We claim I is a D(H)-invariant vector in M .
Clearly, it is H-invariant (by the definition of the integral), so we only need to
show that it is H∗-invariant. Let f ∈ H∗. Then by formula (7.46), we have

(7.62) fI = (f1, S
−1(I1))(f3, I3)I2f2.

But by Proposition 7.18.14, I1 ⊗ I2 ⊗ I3 = S2(I3) ⊗ I1 ⊗ I2. Also, f2 may be
replaced by ε(f2), since we are tensoring over H∗ with k. Thus, equation (7.62)
can be rewritten as

(7.63) fI = (f1, S(I3))(f2, I2)I1 = (f, I2S(I3))I1 = (f, 1)I = εH∗(f)I.

This implies the claim.
Since ε(I) 	= 0 (as H is semisimple), we see that we have a sequence of D(H)-

maps k → M → k such that the composition is nonzero. Thus, k is a direct
summand in M , and we are done. �

Remark 7.18.16. Another proof of Theorem 7.18.15 is obtained from Exer-
cise 7.10.10. Namely, in this exercise we sketched a proof of the Larson-Radford
theorem that H is semisimple and cosemisimple if and only if TrH(S2) 	= 0. But
TrD(H)(S

2) = TrH(S2)TrH∗op(S2), so we see that if H is semisimple and cosemisim-
ple then D(H) is semisimple.

7.19. Radford’s isomorphism for the fourth dual

The classical formula of Radford [Ra2] expresses the fourth power of the an-
tipode of a finite dimensional Hopf algebra H in terms of distinguished grouplike
elements of H and H∗. In particular, some power of the fourth duality functor
V 
→ V ∗∗∗∗ on Rep(H) is isomorphic, as a tensor functor, to the identity functor of
Rep(H). Below we obtain a categorical version of this result.

Let C be a finite tensor category, let A := Hom(1, 1) in C � Cop be the canon-
ical algebra introduced in Definition 7.9.12, and let D be the dual distinguished
invertible object of C introduced in (7.59).
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Theorem 7.19.1. There is a natural isomorphism of tensor functors:

(7.64) δV : V ∗∗ ∼−→ D ⊗ ∗∗V ⊗D−1.

Proof. Isomorphism (7.59) produces a canonical isomorphism of algebras

(7.65) A∗∗ = (D � 1)⊗A⊗ (D � 1)∗.

We will identify these algebras using this isomorphism.
Recall that we have a tensor isomorphism (7.55) ρV : (V �1)⊗A ∼= (1�V )⊗A.

Its double dual ρ∗∗V : (V ∗∗ � 1) ⊗ A∗∗ ∼= (1 � ∗∗V ) ⊗ A∗∗ is also tensor (i.e., the
diagram analogous to (7.57) commutes).

Thus we have a tensor isomorphism of right A-modules

ρ̃V : (V ∗∗ � 1)⊗ (D � 1)⊗A ∼= (1 � ∗∗V )⊗ (D � 1)⊗A

defined by ρ̃V ⊗ id(D�1)∗ = ρ∗∗V .

Now define δ̃V as the following composition:

(V ∗∗ � 1)⊗A ∼= ((V ∗∗ ⊗D∗) � 1)⊗ (D � 1)⊗A
ρ̃V ⊗D∗−−−−→

(1 � (∗∗V ⊗D∗))⊗ (D � 1)⊗A ∼= (D � 1)⊗ (1 � (∗∗V ⊗D∗))⊗A
id⊗ρ∗∗V ⊗D∗−−−−−−−−→

(D � 1)⊗ ((∗∗V ⊗D∗) � 1)⊗A ∼= ((D ⊗ ∗∗V ⊗D∗) � 1)⊗A.

Obviously, the isomorphism δ̃V is tensor (again, the diagram analogous to (7.57)
commutes).

Finally, define the isomorphism δV : V ∗∗ → D ⊗ ∗∗V ⊗ D∗ by the condition
δV ⊗ idA = δ̃V . Since δ̃V is a morphism of right A-modules, Proposition 7.18.5(a)

implies that δV is well defined. Since δ̃V is tensor isomorphism of tensor functors,
δV is a tensor isomorphism as well. �

Corollary 7.19.2. There is a positive integer N such that the N th powers of
the tensor functors −∗∗ and ∗∗− are naturally isomorphic.

Proof. Since C has finitely many non-isomorphic invertible objects, there ex-
ists N such that D⊗N ∼= 1. �

Corollary 7.19.3. Let C be a fusion category. There is a canonical isomor-
phism of tensor functors V ∗∗ ∼−→ ∗∗V . Equivalently, there is a canonical isomor-
phism of tensor functors idC

∼−→ −∗∗∗∗.

Proof. By Remark 6.5.9 a fusion category is unimodular. Therefore we have
that D ∼= 1 by Theorem 7.18.7 and the statement follows by Theorem 7.19.1, where
D is the dual distinguished invertible object of C introduced in (7.59). �

Remark 7.19.4. Let C be a pivotal fusion category with pivotal structure a.
Clearly, a2 : idC

∼−→ −∗∗∗∗ is an isomorphism of tensor functors. Therefore, a2 and
the canonical isomorphism of tensor functors idC

∼−→ −∗∗∗∗ differ by an element
from the group Aut⊗(idC).

Example 7.19.5. Let C be the category of finite dimensional comodules over
uq(sl2) (see Section 5.6). This category is an example of a finite tensor category
in which there are objects V such that V ∗∗ is not isomorphic to V . Namely, in
this category, the functor V 
→ V ∗∗ is defined by the squared antipode S2, which
is conjugation by K: S2(x) = KxK−1. Now, we have Ext1(1,K) = Y = 〈E,FK〉,
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a 2-dimensional space. The set of isomorphism classes of nontrivial extensions of 1
by K is therefore the projective line PY . The operator of conjugation by K acts on
Y with eigenvalues q2, q−2, hence nontrivially on PY . Thus for a generic extension
V , the object V ∗∗ is not isomorphic to V .

Note also that in the category C, V ∗∗ ∼= V if V is simple. This clearly has
to be the case in any tensor category where all simple objects are invertible. We
showed in Proposition 4.8.1 that this is the case in any semisimple tensor category.
An example of a finite tensor category in which V ∗∗ is not always isomorphic to V
even for simple V is the category of representations of the Hopf algebra Aq defined
in Section 3.1 of [Ra1].7

7.20. The canonical Frobenius algebra of a unimodular category

Let C be a unimodular multitensor category (see Definition 6.5.7), and let
A := Hom(1, 1) in C�Cop be the canonical algebra introduced in Definition 7.9.12.
It was explained in Section 7.19 that in this case there is an isomorphism of A-
modules,

(7.66) φ : A∗ ∼−→ A.

This φ is unique up to an automorphism of 1. That is, if φ1, φ2 : A∗ ∼= A are two
isomorphisms of A-modules then φ2 = ((α � 1)⊗A) ◦ φ1, where α ∈ AutC(1).

Proposition 7.20.1. Let C be a unimodular multitensor category, let A be its
canonical algebra with multiplication m : A⊗ A → A and unit e : 1 � 1 → A, and
let φ be an isomorphism defined in (7.66). The comultiplication defined by

(7.67) Δ := (φ⊗ φ) ◦m∗ ◦ φ−1 : A→ A⊗A

is coassociative, i.e., (Δ⊗ idA)◦Δ = (idA⊗Δ)◦Δ, and is an A-bimodule morphism,
i.e., Δ ◦ m = (m ⊗ idA) ◦ (idA⊗Δ) = (idA⊗m) ◦ (Δ ⊗ idA). Furthermore, the
morphism

(7.68) ε := e∗ ◦ φ−1 : A→ 1 � 1

is a counit for Δ, i.e., (ε⊗ idA) ◦Δ = idA = (idA⊗ε) ◦Δ.

Proof. This is completely parallel to the classical case (when C = Vec). �

Exercise 7.20.2. Prove Proposition 7.20.1.

Definition 7.20.3. An algebra A in a tensor category D is called Frobenius if
it has a structure of a coassociative and counital coalgebra in D with a comultipli-
cation Δ which is a homomorphism of A-bimodules.

Corollary 7.20.4. Let C be a unimodular multitensor category. Then the
canonical algebra A of C is a Frobenius algebra in C� Cop with the comultiplication
and counit given by formulas (7.67) and (7.68).

Remark 7.20.5. The isomorphism type of a Frobenius algebra (A, m, e, Δ, ε)
is well defined. Namely, suppose another choice of an isomorphism (7.66) gives a
coalgebra structure (Δ′, ε′) onA. Then there is an algebra automorphism τ : A→ A
such that Δ′ = (τ−1 ⊗ τ−1)Δτ and ε′ = ετ . Note that by Proposition 7.18.5 each
such automorphism is of the form τ = (α � 1)⊗A for some α ∈ AutC(1).

7We are very grateful to J. Cuadra for this reference.
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Example 7.20.6. Keep the setting of Example 7.18.11, and assume in addition
that H is unimodular, i.e., α = ε. Then H∗ has another comultiplication

(7.69) δ(ψ) = ψλ1 ⊗ S(λ2), ψ ∈ H∗

that turns it into a Frobenius algebra.

Exercise 7.20.7. Show that δ is H ⊗ Hcop-linear (i.e., is a morphism in
Rep(H ⊗Hcop)) and is an H∗-bimodule morphism. (Use Proposition 7.18.12 and
Exercise 7.10.10(vi)). What is the counit for δ?

Thus, we see that H∗ is the canonical Frobenius algebra in Rep(H ⊗Hcop).

7.21. Categorical dimension of a multifusion category

Let C be a multifusion category. Let O(C) denote the set of simple objects of C.
Choose a natural isomorphism ψX : X

∼−→ X∗∗ (which exists by Proposition 4.8.1).
Recall from Definition 4.7.1 that the left categorical trace of an isomorphism

a : X
∼−→ X∗∗ is defined by

TrL(a) : 1
coevX−−−−→ X ⊗X∗ a⊗idX∗−−−−−→ X∗∗ ⊗X∗ evX∗−−−→ 1.

see (4.8). We identify TrL(a) with an element of EndC(1) (this element is a scalar
when C is a fusion category).

Let 1 = ⊕i 1i be the decomposition of the unit object of C and let C = ⊕ij Cij
be the decomposition of C into the sum of component subcategories, where Cij =
1i ⊗ C ⊗ 1j , see (4.1).

For any simple X in Cij the scalar

(7.70) |X|2 := TrL(ψX)TrL((ψ−1
X )∗) ∈ EndC(1i)⊗k EndC(1j) ∼= k

does not depend on the choice of ψX .

Remark 7.21.1. Note that |X|2 	= 0 by Proposition 4.8.4.

Definition 7.21.2. For any simple object X in C the scalar |X|2 from (7.70)
is called the squared norm of X.

Definition 7.21.3. The categorical dimension of a multifusion category C is

(7.71) dim(C) :=
∑

X∈O(C)
|X|2.

We also denote dim(Cij) :=
∑

X∈O(Cij)
|X|2.

Example 7.21.4. Let H be a semisimple Hopf algebra. Then the categorical
dimension of C = Rep(H) is

(7.72) dim(Rep(H)) = TrH(S2),

where S is the antipode of H. Indeed, since X ∼= X∗∗ for every simple H-module
X, it follows that S2 is an inner automorphism, i.e., S2(x) = gxg−1 for some g ∈ H.
Then TrH(S2) =

∑
X TrX(g)TrX∗((g−1)∗) =

∑
X |X|2 = dim(Rep(H)).

Recall the description of the canonical algebra of C:
A = HomC�Cop(1, 1)

from Example 7.9.14.
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Let us describe the canonical isomorphism A
∼−→ A∗∗. We have canonically

A∗∗ ∼=
⊕

X∈O(C)
X∗∗ � ∗∗∗X ∼=

⊕
X∈O(C)

X � ∗∗∗∗∗X.

Thus to specify a morphism A→ A∗∗ in C�Cop is the same as to specify a collection
of morphisms ψX : ∗X → ∗∗∗∗∗X in C.

Lemma 7.21.5. The canonical isomorphism A
∼−→ A∗∗ corresponds to the col-

lection of isomorphisms

ψX : ∗X → ∗∗∗∗∗X X ∈ O(C)
characterized by the following property: for any isomorphism φX : ∗X → ∗∗∗X one
has TrL(φ−1

X )TrL(φX ◦ ψ−1
X ) = |X|2.

Proof. The statement is immediate from definitions since the isomorphism
A

∼−→ A∗∗ is the composition of an isomorphism A
∼−→ A∗ and of the inverse of the

dual of this isomorphism. �
Corollary 7.21.6. The trace of the canonical isomorphism A ∼= A∗∗ is equal

to ⊕ij dim(Cij) id11�1j
. When C is a fusion category, this trace is equal to dim(C).

Let us relate the canonical isomorphism δX : X∗∗ ∼= ∗∗X from Theorem 7.19.1
with squared norms of simple objects of C.

Theorem 7.21.7. Let X ∈ O(C) be a simple object of C . The canonical
isomorphism δX : X∗∗ ∼= ∗∗X can be characterized in the following way: for any
isomorphism φX : X∗∗ → X one has TrL(φ−1

X )TrL(φX ◦ δ−1
X ) = |X|2.

Proof. Recall that A represents the functor X � Y 
→ HomC(X ⊗ Y, 1) and
A∗∗ represents the functor X � Y 
→ HomC(

∗∗X ⊗ Y ∗∗, 1) = HomC(X ⊗ Y ∗∗∗∗, 1).
It follows immediately from definitions that the canonical isomorphism A → A∗∗

corresponds to the natural transformation

X � Y
id�δ−1

Y ∗∗−−−−−→ X � Y ∗∗∗∗.

Now the result is an immediate consequence of Lemma 7.21.5. �
Corollary 7.21.8. Let V ∈ C be an object and let φV : V → ∗∗V be a

morphism. Then TrL(φ∗
V ) = TrL(φV ◦ δ−1

V ).

Proof. It is enough to prove the statement for V = X, X ∈ O(C) and any
isomorphism φX : X → ∗∗X. But this is an immediate consequence of Theo-
rem 7.21.7. �

Let C be a multifusion category. It is not known, in general, if C admits a
pivotal structure. The following pivotalization construction will be used in the
proof of Theorem 7.21.12 below.

By Corollary 7.19.3, there exists a natural isomorphism

gX : X
∼−→ X∗∗∗∗

between the identity and the fourth duality tensor autoequivalences of C. Since
the second duality functor X 
→ X∗∗ is a tensor autoequivalence of C, we have an
action of Z/2Z on C.

Let C̃ := CZ/2Z be the corresponding equivariantization. Explicitly, simple
objects of C̃ are pairs (X, f), where X is a simple object of C, and f : X → X∗∗ is
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an isomorphism, such that f∗∗f = g. It is easy to see that this fusion category has
a canonical pivotal structure.

Definition 7.21.9. The category C̃ will be called the pivotalization of C.

Corollary 7.21.10. The category C̃ is spherical, that is, dim(X) = dim(X∗)

for any X ∈ C̃.

Proof. Follows from Corollary 7.21.8. �

Remark 7.21.11. We have dim(C̃) = 2 dim(C) and FPdim(C̃) = 2FPdim(C).

Theorem 7.21.12. Let k be an algebraically closed field of characteristic 0.
For any indecomposable multifusion category C over k one has dim(Cij) 	= 0 for all
component subcategories Cij (so dim(C) 	= 0 for any fusion category C). If k = C

then |X|2 > 0 for all X ∈ O(C); in particular dim(C) ≥ 1, and is > 1 for any
non-trivial C.

Proof. It suffices to prove the statement in the case when k = C since C is
always defined over a finitely generated subfield k′ of k which can be embedded
into C.

First, consider the special case when C is pivotal. Let aX : X
∼−→ X∗∗ be the

pivotal structure of C.
For any X ∈ O(C) let dX := dima(X). Then |X|2 = dXdX∗ and

dXdY =
∑

Z∈O(C)
NZ

XY dZ ,

where the numbers NZ
XY are multiplicities coming from the tensor product decom-

position X ⊗ Y ∼= ⊕Z∈O(C) N
Z
XY Z.

Let NX be the matrix such that (NX)Y Z = NZ
XY , and let d be the vector with

components dX , X ∈ O(C). This vector is clearly nonzero (e.g., d1 	= 0), and we
have

NXd = dXd.

Thus, d is an eigenvector of NX with the eigenvalue dX . Hence, d is an eigenvector
of the non-negative matrix NXNX∗ = NXN t

X . When k = C, the corresponding
eigenvalue |X|2 is non-negative by Remark 7.21.1. Consequently, dim(C) is non-
negative.

Now let us prove the statement in a general case. Let C̃ be the pivotalization
of C, see Definition 7.21.9. For any simple object X in C̃ we have |X|2 > 0. The
forgetful tensor functor

F : C̃ → C, (X, f) 
→ X,

obviously preserves squared norms. Hence, |V |2 > 0 for simple objects V in C
(since for any V there exists f : V → V ∗∗ such that f∗∗f = g), which completes
the proof. �

Definition 7.21.13. Let kalg ⊂ k denote the subfield of algebraic numbers in
k. We say that α ∈ k is totally positive if for any embedding i : kalg ↪→ C we have
i(α) > 0.

In particular, a real algebraic number is totally positive if all its Galois conju-
gates are positive.
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Proposition 7.21.14. Each |X|2 is totally positive. Also, dim(C)−1 is totally
non-negative.

Proof. This follows from the proof of Theorem 7.21.12. �

Recall that actions of groups on tensor categories and the corresponding equiv-
ariantizations were defined in Sections 2.7 and 4.15. In the next Proposition we
compute the categorical dimension of the equivariantized category.

Proposition 7.21.15. Let G be a finite group acting on a multifusion category
C. We have

(7.73) dim(CG) = |G| dim(C).

Proof. Let X be a simple object of C and GX ⊂ G the stabilizer of its
isomorphism class. Recall from Remark 4.15.8 that the set of isomorphism classes
of simple objects of CG whose image under the forgetful functor CG → C contains
X is in natural bijection with the set Irr1(G̃X) of irreducible finite dimensional

representations of G̃X such that each λ ∈ k× ⊂ G̃X acts as multiplication by λ.
(Here G̃X is a central extension of G.)

For V ∈ Irr1(G̃X) let XV denote the corresponding simple object of CG. We
will show that

(7.74) |XV |2 = [G : GX ]2 dimk(V )2 |X|2

To prove (7.74), notice that there exists a pair (ψ, ψG) of natural (but not neces-
sarily tensor) isomorphisms ψX : X → X∗∗, X ∈ C and ψG

Y : Y → Y ∗∗, Y ∈ CG
such that F (ψG) = ψ where F : CG → C is the forgetful functor (such pairs are in
bijection with G-invariant functions O(C)→ k×). For such a pair we clearly have

TrL,R(ψG
XV

) = TrL,R(ψF (XV )) = [G : GX ] dimk(V ) TrL,R(ψX), so (7.74) follows
from (7.70).

Now the formula ∑
V ∈Irr1 (G̃X )

dimk(V )2 = |GX |.

along with equation (7.74) imply the result. �

Let C be a multifusion category and let A = HomC�Cop(1,1) be the canonical
algebra associated to C, see Definition 7.9.12. Recall from Proposition 7.20.1 that
there is a Frobenius algebra structure (A, m, e, Δ, ε) on A (the definitions of Δ

and ε use an isomorphism φ : A∗ ∼−→ A of A-modules). Using this structure, we can
give an alternative definition of a categorical dimension of C, cf. Definition 7.21.3.

Proposition 7.21.16. The endomorphism

(7.75) Dim = ε ◦m ◦Δ ◦ e : 1 � 1→ 1 � 1

does not depend on the choice of an isomorphism φ : A∗ ∼−→ A.

Proof. Let (Δ′, ε′) be the comultiplication and counit of A resulting from a
different choice of φ : A → A∗. Then, according to Remark 7.20.5 there is an
endomorphism τ of the algebra A such that

(7.76) ε′mΔ′e = ετm(τ−1 ⊗ τ−1)Δτe = εmΔe,

as required. �
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Definition 7.21.17. We will call Dim ∈ AutC�Cop(1� 1) the dimension endo-
morphism of C.

Proposition 7.21.18. Let C = ⊕ijCij be a multifusion category. Then

(7.77) Dim = ⊕ij dim(Cij) id1i�1j
.

Proof. Let φ : A∗ ∼−→ A be isomorphism (7.66). We will identify Dim with

the trace of the canonical isomorphism φ∗φ−1 : A
∼−→ A∗∗. We have

evA = ε ◦m ◦ (φ⊗ idA) : A
∗ ⊗A→ 1 � 1

coevA = (idA⊗φ−1) ◦Δ ◦ e : 1 � 1→ A⊗A∗.

Evaluation and coevaluation axioms (2.43) and (2.44) follow from Proposition
7.20.1. We thus have a commutative diagram

(7.78) 1 � 1
coevA ��

e
���

���
���

���
� A⊗A∗ φ∗φ−1⊗idA∗

��

idA ⊗φ

���
��

��
��

��
A∗∗ ⊗A∗

φ(φ∗)−1⊗φ�����
���

���
�

evA∗
�� 1 � 1.

A
Δ

�� A⊗A
m

�� A

ε

��������������

The composition in the top row is TrL(φ∗φ−1) and the composition through the
bottom row is Dim, so the result follows from Corollary 7.21.6. �

Corollary 7.21.19. Let C be a multifusion category and let m : A ⊗ A → A
and Δ : A → A ⊗ A be the multiplication and comultiplication of its canonical
Frobenius algebra A. Then m ◦Δ : A→ A is an automorphism.

Proof. One can assume without loss of generality that C is indecomposable.
In view of the Frobenius property of A (see Proposition 7.20.1) we have

m ◦Δ = m ◦ (idA⊗(m ◦Δ ◦ e)) : A⊗ (1 � 1) ∼= A→ A,

where e : 1�1→ A is the unit of A, so it suffices to check that m◦Δ◦e : 1�1→ A
is injective. This immediately follows from Proposition 7.21.18. �

When C is a fusion category, the endomorphism (7.75) can be identified with a
scalar, which is nonzero by Theorem 7.21.12.

7.22. Davydov-Yetter cohomology
and deformations of tensor categories

Let C, C′ be multitensor categories over a field k, and F : C → C′ be a tensor
functor.

For a non-negative integer n, let Cn denote the n-th Cartesian power of C. In
particular, C0 has one object ∅ and one morphism (identity). Define the functor
Tn : Cn → C by Tn(X1, ..., Xn) := X1⊗...⊗Xn. In particular, T0 : C0 → C is defined
by T0(∅) = 1, and T1 = id. Let Cn

F (C) = End(Tn◦F⊗n) (so e.g., C0
F (C) = End(1C′)).

We define a differential d : Cn
F (C)→ Cn+1

F (C) by the formula

df = id⊗f2,...,n+1−f12,...,n+1+f1,23,...,n+1−...+(−1)nf1,...,nn+1+(−1)n+1f1,...,n⊗id,
where, for instance, f12,3,...,n+1 is the endomorphism of the product of n objects
F (X1)⊗F (X2), F (X3), ..., F (Xn+1), and we use the identification F (X1)⊗F (X2) ∼=
F (X1 ⊗X2) defined by the tensor structure on F .

It is easy to show that d2 = 0. Thus (C•
F (C), d) is a complex.
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Definition 7.22.1. We will call the cohomology groups Hn
F (C), n ≥ 0 of this

complex the Davydov-Yetter cohomology groups of C with respect to F . In the
important special case C = C′, F = id, we will denote this cohomology simply by
Hi(C) and call it the Davydov-Yetter cohomology of C.

The motivation for considering this cohomology theory is that it describes de-
formations of multitensor categories and tensor functors.

Exercise 7.22.2. (i) Show that if C is an indecomposable multitensor category
then H0

F (C) = k.
(ii) Show that H1

F (C) is the Lie algebra of derivations (i.e., infinitesimal auto-
morphisms) of F as a tensor functor; in particular, if k is of characteristic zero,
then H1

F (C) = Lie(Aut⊗(F )).
(iii) Show that H2

F (C) parametrizes additively trivial first order deformations
of F as a tensor functor modulo equivalence, and H3

F (C) is the obstruction space
for such deformations. Thus, if H3

F (C) = 0, then such deformations of F are
unobstructed, and the universal (additively trivial) formal deformation of F is
parametrized by H2

F (C).
(iv) Show that H3(C) parametrizes additively trivial first order deformations

of C as a multitensor category modulo equivalence, and H4(C) is the obstruction
space for such deformations. Thus, if H4(C) = 0, then such deformations of C
are unobstructed, and the universal (additively trivial) formal deformation of C is
parametrized by H3(C).

(v) Compute explicitly the complex C•(Cn), where Cn is the category of bimod-
ules over the algebra kn (i.e., the category of n× n-matrices of vector spaces), and
compute Hi(Cn).

Proposition 7.22.3. If C = A−comod for a Hopf algebra A, and F is the
forgetful functor, then Ci

F (C) = ((A⊗i)∗)A, where the subscript A means the space
of elements commuting with the diagonal coaction of A, and the differential is the
usual Hochschild differential (for trivial coefficients) restricted to invariants. In
particular, if A is cocommutative, then Hi

F (C) is the usual Hochschild cohomology
HHi(A,k) of A with trivial coefficients.

Exercise 7.22.4. Prove Proposition 7.22.3.

Example 7.22.5. Let G be a finite group, let k be an algebraically closed field
(of any characteristic), and C = VecG be the category of G-graded finite dimensional
vector spaces over k. Then Hi(C) = HHi(kG,k), the Hochschild cohomology of
the group algebra kG with trivial coefficients. In other words, Hi(C) = Hi(G, k),
the group cohomology of G with coefficients in k.

Example 7.22.6. Let G be a reductive algebraic group over k (of characteristic
zero) with Lie algebra g. Let Rep(G) denote the category of algebraic representa-
tions of G. Then Hi(Rep(G)) = (Λig)G for all i. Indeed, Rep(G) is the category
of finite dimensional O(G)-comodules (where O(G) is the Hopf algebra of regular
functions on G). Therefore,

Cn(Rep(G)) = (O(Gn)∗)G,

where G acts diagonally by conjugation. Since G is reductive, the cohomology of
this complex is the G-invariants in the Hochschild cohomology of O(G) with coef-
ficients in the trivial representation (corresponding to 1 ∈ G). This cohomology is
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well known to be Λg, so the answer is (Λg)G, as desired. Thus, according to Exercise
7.22.2, if G is a simple algebraic group, then there are no nontrivial derivations or
tensor structure deformations of the identity functor, but there exists a unique (up
to scaling) first order deformation of the associativity constraint, corresponding to
a basis element in (Λ3g)G. It is easy to guess that this deformation comes from an
actual deformation, namely from the deformation of O(G) to the quantum group
Oq(G) (with q = exp(�1/2), where � is the deformation parameter).

Let A = HomC�Cop(1,1) be the canonical algebra associated to C, see Defini-
tion 7.9.12. Let us compare the Davydov-Yetter complex of a tensor category C
with the Hochschild complex of A.

Consider the Hochschild complex of A with coefficients in A. Let Cn(A) =
HomC�Cop(A⊗n, A), n = 0, 1, . . . , where A0 = 1�1. The differential in this case is
given by

(7.79) dn(f) = idA⊗f +
n∑

i=1

(−1)if ◦ (A⊗i−1 ⊗m⊗A⊗n−i

) + (−1)n+1f ⊗ idA,

for all f ∈ Cn(A), where m : A ⊗ A → A is the multiplication of A. Let
HHn(A), n = 0, 1, . . . denote the n-th cohomology group of the Hochschild com-
plex.

Proposition 7.22.7. The cochain complexes C•(C) and C•(A) are isomorphic.

Proof. We may assume that C is strict. For n ≥ 2 let ιnk l : C � C → C�n be
the inclusion coming from V � W 
→ 1 � · · · � V � · · · � W � · · ·1 with V in the
kth factor and W in the lth factor, V,W ∈ C. Let ⊗n denotes the extension of the
n-tuple tensor product to C�n. Define

(7.80) A(n) := (⊗n � idC � · · ·� idC)(ι
2n
1 2n(A)⊗ · · · ⊗ ι2nnn+1(A)) ∈ C�n+1,

where ⊗n � idC � · · · � idC : C�2n → C�n+1. Let A(0) = 1 and A(1) = A.
Then A(n), n ≥ 0, is an object of C�(n+1) representing the contravariant func-
tor HomC(⊗n+1(−), 1) : C�(n+1) → Vec, i.e., there is a natural isomorphism

(7.81) HomC(⊗n+1(X), 1) ∼= HomC�(n+1)(X, A(n)), X ∈ C�(n+1).

Example 7.22.8. Let C be a fusion category. In this case, we have A =
⊕V ∈O(C)V � V ∗. Hence, A(n) = ⊕V1,...,Vn∈O(C)(V1 ⊗ ... ⊗ Vn) � V ∗

n � ... � V ∗
1 ,

and (7.81) is easily verified.

As a consequence of (7.81), we have isomorphisms:

(7.82) EndC�(n+1)(A(n)) ∼= HomC(⊗n+1(A(n)),1) ∼= HomC�Cop(A⊗n, A).

For every η ∈ End(⊗n) let I(η) = (η � id�n)A(n) : A(n) → A(n) (that is, we

take action on A(n) of the natural endomorphism η� id�n of the functor ⊗n� id�n
C :

C�2n → C�n+1).
We claim that the map I : End(⊗n) → EndC�(n+1)(A(n)) is an isomorphism.

Namely, its inverse J is given as follows. For each V in C let FV = HomC(1, −⊗V ) :
C → Vec, and for any f ∈ EndC�(n+1)(A(n)) define a natural endomorphism J(f)
of ⊗n by

J(f)V1�···�Vn
= (idC �FV1

� · · ·� FVn
)(f).

Note that
(idC �FV1

� · · ·� FVn
)(A(n)) ∼= V1 ⊗ · · · ⊗ Vn

via the isomorphism (7.82).
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The fact that the above assignments commute with the differentials follows
from observing that the multiplication m : A⊗A→ A corresponds to the identity
endomorphism of ⊗. �

7.23. Weak Hopf algebras

As we have seen, Hopf algebras arise through reconstruction theory from tensor
categories C with a fiber functor F : C → Vec, or, equivalently, with an action of C on
the category Vec. However, we know that a tensor category (even a fusion category)
does not always admit such an action, and thus is not always the category of
modules (or comodules) over a Hopf algebra. On the other hand, a fusion category
C always admits a tensor functor F : C → R − bimod, where R is a semisimple
k-algebra, or, equivalently, an action on R-mod (which is a direct sum of several
copies of Vec). In other words, any fusion category admits a nontrivial semisimple
module category M (for example, M = C). This gives rise to a question what
algebraic structure generalizing Hopf algebras arises from a multitensor category C
with such a functor F . This structure is called a weak Hopf algebra.

To obtain the definition of a weak Hopf algebra, assume for simplicity that C is
finite, and consider the algebra A = Endk(F ), i.e., the endomorphism algebra of the
composition of F with the forgetful functor from R-bimod to Vec. Then, similarly to
the reconstruction theory for Hopf algebras, we can analyze the structures induced
on A by the multitensor category structure on C and the structure of a tensor
functor on F . This leads to the following definition.

Definition 7.23.1 ([BohNS]). A weak Hopf algebra is a vector space A
with the structures of an associative algebra (A, m, 1) with a multiplication
m : A ⊗k A → A and unit 1 ∈ A and a coassociative coalgebra (A, Δ, ε) with
a comultiplication Δ : A→ A⊗k A and counit ε : A→ k such that:

(i) The comultiplication Δ is a (not necessarily unit-preserving) homomor-
phism of algebras:

(7.83) Δ(hg) = Δ(h)Δ(g), h, g ∈ A;

(ii) The unit and counit satisfy the following identities:

(Δ⊗ id)Δ(1) = (Δ(1)⊗ 1)(1⊗Δ(1)) = (1⊗Δ(1))(Δ(1)⊗ 1),(7.84)

ε(fgh) = ε(fg1) ε(g2h) = ε(fg2) ε(g1h),(7.85)

for all f, g, h ∈ A.
(iii) There is a linear map S : A→ A, called an antipode, such that

m(id⊗S)Δ(h) = (ε⊗ id)(Δ(1)(h⊗ 1)),(7.86)

m(S ⊗ id)Δ(h) = (id⊗ε)((1⊗ h)Δ(1)),(7.87)

S(h) = S(h1)h2S(h3),(7.88)

for all h ∈ A.

Here we use Sweedler’s notation for the comultiplication: Δ(c) = c1 ⊗ c2.
Axioms (7.84) and (7.85) above are analogous to the usual bialgebra axioms

of Δ being a unit preserving map and ε being an algebra homomorphism. Axioms
(7.86) and (7.87) generalize the properties of the antipode in a Hopf algebra with
respect to the counit. Also, it is possible to show that given (7.83) - (7.87), axiom
(7.88) is equivalent to S being both an anti-algebra and anti-coalgebra map.
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Exercise 7.23.2. (i) Show that similarly to Hopf algebras, the antipode of a
finite dimensional weak Hopf algebra is bijective (see [BohNS, 2.10]).

(ii) Show that a weak Hopf algebra is a Hopf algebra if and only if the comul-
tiplication is unit-preserving and if and only if ε is a homomorphism of algebras.

(iii) Show that when dimk A <∞, there is a natural weak Hopf algebra struc-
ture on the dual vector space A∗ given by

φψ(h) = (φ⊗ ψ)(Δ(h)),(7.89)

Δ(φ)(h⊗ g) = φ(hg)(7.90)

S(φ)(h) = φ(S(h)),(7.91)

for all φ, ψ ∈ A∗, h, g ∈ A. The unit of A∗ is ε and the counit is φ 
→ φ(1).

For simplicity from this point on let us consider only finite dimensional weak
Hopf algebras.

The linear maps defined in (7.86) and (7.87) are called the target and source
counital maps and are denoted εt and εs respectively :

(7.92) εt(h) = ε(11h)12, εs(h) = 11ε(h12),

for all h ∈ A.

Exercise 7.23.3. Show that the images of the counital maps

(7.93) At = εt(A), As = εs(A)

are separable subalgebras of A.

The subalgebras At and As are called the target and source bases or counital
subalgebras of A.

Exercise 7.23.4. Show that the subalgebras At and As commute with each
other; moreover

At = {(φ⊗ id)Δ(1) | φ ∈ A∗} = {h ∈ A | Δ(h) = Δ(1)(h⊗ 1)},
As = {(id⊗φ)Δ(1) | φ ∈ A∗} = {h ∈ A | Δ(h) = (1⊗ h)Δ(1)},

i.e., At (respectively, As) is generated by the right (respectively, left) tensor factors
of Δ(1) in the shortest possible presentation of Δ(1) in A⊗kA. Show that S(At) =
As and S(As) = At.

Exercise 7.23.5. Show that the category Rep(A) of finite dimensional left A-
modules is a rigid monoidal category. Namely, the tensor product of two A-modules
V and W is V ⊗At

W with the A-module structure defined via Δ, and the unit
object 1 of Rep(A) is the target counital algebra At with the action h · z = εt(hz)
for all h ∈ A, z ∈ At.

Exercise 7.23.6. For any algebra B denote by Z(B) the center of B. Show
that the unit object of Rep(A) is simple if and only if Z(A) ∩At = k.

If the condition of Exercise 7.23.6 is satisfied, we will say that A is connected.
We will say that A is coconnected if A∗ is connected, and that A is biconnected if
it is both connected and coconnected.

If p 	= 0 is an idempotent in At ∩As ∩ Z(A), then A is the direct sum of weak
Hopf algebras pA and (1 − p)A. Consequently, we say that A is indecomposable if
At ∩As ∩ Z(A) = k1.
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Exercise 7.23.7. Show that Rep(A) is indecomposable if and only if A is
indecomposable, and Rep(A) is a tensor category if and only if A is connected.

Every weak Hopf algebra A contains a canonicalminimal weak Hopf subalgebra
Amin generated, as an algebra, by At and As [Nik1, Section 3]. In other words,
Amin is the minimal weak Hopf subalgebra of A that contains 1. Obviously, A is
an ordinary Hopf algebra if and only if Amin = k1.

Exercise 7.23.8. (i) Classify minimal weak Hopf algebras over k, i.e., those
for which A = Amin (see [Nik1, Proposition 3.4]).

(ii) Show that the restriction of S2 on Amin is always an inner automorphism
of Amin (see [Nik1]).

We will say that a weak Hopf algebra A is regular if

(7.94) S2|Amin
= id .

This property has an easy categorical interpretation.

Exercise 7.23.9. Let 1 = At be the trivial A-module. Show that A is regular
if and only if the canonical isomorphism 1→ 1∗∗ is the identity map.

Remark 7.23.10. It was shown in [NikV1, 6.1] that every weak Hopf algebra
can be obtained as a twisting of some regular weak Hopf algebra with the same
algebra structure.

Now let us return to studying the algebra A = Endk(F ), where F : C →
R− bimod is a tensor functor from a finite multitensor category C to the category
of R-bimodules. That is, the category R-mod is a faithful semisimple module
category over C.

Proposition 7.23.11. ([Sz]) The algebra A has a structure of a weak Hopf
algebra with base R, and C is equivalent, as a tensor category, to the category
Rep(A) of finite dimensional representations of A.

Exercise 7.23.12. Prove Proposition 7.23.11.
Hint: In order to lift the naturally existing map A → A ⊗R A to a weak

Hopf algebra coproduct A → A ⊗k A, one needs to use a separability idempotent
Δ(1) ∈ R⊗Rop, i.e., a splitting of the multiplication R⊗R→ R as an R-bimodule
map. The structure of a weak Hopf algebra on A depends on the choice of this
idempotent.

Exercise 7.23.13. Let C = Vec, and F (V ) = V ⊗ R. Describe the weak
Hopf algebras A = Endk F and A∗ explicitly, for all choices of the separability
idempotent.

Exercise 7.23.14. Show that if Δ(1) is symmetric then the weak Hopf algebra
A = Endk F is regular. Deduce that any multifusion category is the representation
category of a regular weak Hopf algebra A. Moreover, one can find A such that the
base At of A is commutative.

The language of weak Hopf algebras is convenient to visualize various categor-
ical constructions in linear-algebraic terms. One of them is that of a dual category.
Indeed, let C be the category of representations of a weak Hopf algebra A. Let R
be the base of At of A. Then we have a natural fiber functor from C to the category
of R-bimodules – the forgetful functor. This functor defines a natural structure of
a module category over C on the categoryM = R− bimod.
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Exercise 7.23.15. Show that the dual category C∗M is simply the represen-
tation category of the dual weak Hopf algebra A∗cop with the opposite coproduct
(see [Os1]). Interpret categorically the notions of a coconnected and a biconnected
weak Hopf algebra.

Note that as we just showed, this example is general, in the sense that any
faithful module category over a multifusion category can be obtained in this way.

Thus, we see that a finite multitensor category C is equivalent to the represen-
tation category of a weak Hopf algebra if and only if C admits a semisimple faithful
module category.

Exercise 7.23.16. This exercise constructs an example of a tensor category
without a faithful semisimple module category, in characteristic p. We do not know
an example in characteristic zero (but expect it exists).

(i) Let chark = p, and H = k[x, y, z]/(xp, yp, zp). Put a Hopf algebra structure
on H by declaring x, y, z to be primitive elements. Show that the element

Φ := exp(x⊗ y ⊗ z) :=

p−1∑
i=0

xi ⊗ yi ⊗ zi

i!

defines the structure of a quasi-Hopf algebra on H (with the same coproduct).
(ii) Show that the quasi-Hopf algebra (H,Φ) is not twist equivalent to a Hopf

algebra. Deduce that the category Rep(H) does not admit a semisimple faithful
module category (use that Rep(H) has a unique simple object, which is 1).

Thus, we see that a tensor functor F : C → R − bimod does not always exist.
However, it turns out that the situation improves if we look for quasi-tensor (not
necessarily tensor) functors.

Exercise 7.23.17. Show that for any finite tensor category there exists a quasi-
tensor functor F : C → R − bimod for some semisimple R (which may be taken to
be commutative).

Hint: One can take R commutative with dimk R equal to the number of simple
objects in C. Mimick the proof of Proposition 6.1.14.

This raises the question what algebraic structure is induced on Endk F when
F is only a quasi-tensor (not necessarily a tensor) functor. This structure is called
a weak quasi-Hopf algebra, and in principle it allows one to speak about any finite
tensor category in explicit linear-algebraic terms. However, this structure is so
cumbersome that it seems better not to consider it, and instead to use the language
of tensor categories, which is the point of view of this book.

7.24. Bibliographical notes

7.1. As far as we know, the definition of a module category first appeared
in Bernstein’s lectures [Ber] and in the work of Crane and Frenkel [CraF]. The
theory of module categories was further developed in [Os1]. The notion of a module
category is implicitly present in Boundary Conformal Field Theory, see [BehPPZ,
FuS, PZ] and in the theory of weak Hopf algebras [BohNS]. Many examples of
module categories (without using this name) were studied in Operator Algebras
Theory, see e.g. [BocEK2, Oc2].

7.2. The definition of a module functor between C-module categories is taken
from [Os1].
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7.3. Module categories over multitensor categories were first considered in
[ENO2] and [EtO1]. The notion of indecomposable module category was intro-
duced in [Os1].

7.4. Example 7.4.6 is from [Os1, Section2]. Indecomposable module categories
over Rep(G) were classified in [Os1, Theorem 3.2]. Indecomposable module cate-
gories over VecωG as well as tensor functors between such categories were classified
in [Os2].

7.5. The notion of an exact module category was introduced in [EtO1].
7.6. All statements of this Section are taken from [EtO1, Section 3].
7.7. Proposition 7.7.2 is proved in [EtO1, Corollary 3.9]. It suggests the

following approach to the classification of exact module categories over a multitensor
category C. First classify irreducible Z+-modules over Gr(C) (this is a combinatorial
part), and then try to find all possible categorifications of a given Z+-module (this
is a categorical part). Both these problems are quite nontrivial and interesting.
This approach was employed in [EtKh, KirO], where indecomposable module

categories over the fusion category associated to ŝl2 were classified.
7.8. The notion of an algebra in a multitensor category C is introduced in [Os1,

Section 3.1]. The category ModC(A) was studied in the same paper.
7.9. Our discussion of internal Homs follows [Os1, Section 3.2] and [EtO1,

Section 3.2]. Construction similar to that of the canonical algebra Hom(1, 1) from
Example 7.9.12 appeared in the work of Lyubashenko [Ly2] and in [BesKLT]. The
canonical algebra is also related to Popa’s symmetric enveloping algebra [Po1] in
subfactor theory. Our exposition follows [ENO1], in particular, the multiplication
of A (Example 7.9.14) is described in [ENO1, Section 7].

7.10. Theorem 7.10.1 is the main result of [Os1]. The proof is taken from [Os1,
Theorem 3.1]. This result is a special case of the Barr-Beck Theorem in category
theory ([Mac2]). We leave it to the interested reader to deduce Theorem 7.10.1
from the Barr-Beck Theorem. The Fundamental Theorem for Hopf modules is a
classical result in Hopf algebra theory, see, e.g., textbooks [Mon, Sw].

7.11. Discussion of categories of module functors follows [EtO1] and [Os1].
7.12. Our exposition follows [EtO1, Section 3.3]. Theorem 7.12.11 is the

main result of [Os1]. In the works of Fuchs, Runkel, and Schweigert [FuRS2]
and Müger [Mu2] the theory of Morita equivalence was developed in terms of
Frobenius algebras in a tensor category (without using module categories). An
alternative proof of Proposition 7.12.18 is given in [Mu2, Proposition 4.6]. It also
follows from [Mu2] that from an exact C-module category M one can form a 2-
category (see Section 2.12) with two objects A, B such that End(A) = C, End(B) =
(C∗M)op, Hom(A, B) =M, and Hom(B, A) = FunC(M, C) =M∨. In this language
Proposition 7.12.28 expresses the associativity of the composition of Hom’s.

7.13. The center construction is due to Drinfeld (unpublished) and appears
in the work of Majid [Maj1] and Joyal and Street [JoyS2]. The braiding on the
center (which is, of course, is its most important feature) will be considered in
Section 8.5. Proposition 7.13.8 was proved in [Os2, Proposition 2.5].

7.14. The notion of the quantum double of a Hopf algebra is due to Drinfeld
[Dr3]. Interpretation of the center of Rep(H), where H is a finite-dimensional Hopf
algebra, as the representation category of D(H) can be found in Kassel’s textbook
[Kas, Section XII.5].
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7.15. Yetter-Drinfeld modules appeared in the work of Yetter [Ye1] under the
name of crossed bimodules. Their relation with representations of D(H) is discussed
in Montgomery’s textbook [Mon, Section 10.6].

7.16. Most of the results of this Section are taken from [EtO1, Section 3.4].
E.g., Theorem 7.16.1 is [EtO1, Theorem 3.34] and Theorem 7.16.6 is [EtO1, The-
orem 3.42].

7.17. We follow [EtO1, Sections 3.5 and 3.6]. The analog of Theorem 7.17.6 for
D = Rep(H), where H is a finite dimensional Hopf algebra, follows from the work
of Nichols and Zoeller [NicZ]. For quasi-Hopf algebras this is due to Schauenburg
[Schau4].

7.18. The notions of Hopf modules and bimodules over Hopf algebras and
their generalizations (quasi-Hopf algebras, weak Hopf algebras) were considered in
[LaS, Schau2, HaN, BohNS].

The Fundamental Theorem for Hopf bimodules was proved by Schauenburg
in [Schau2] for Hopf algebras and by Hausser and Nill [HaN] for quasi-Hopf al-
gebras. The categorical analog of Hopf bimodules was introduced in [ENO1].
Proposition 7.18.5 provides a categorical version of the Fundamental Theorem for
Hopf bimodules and generalizes the results of [Schau2, HaN].

Corollary 7.18.10 generalizes a classical result in Hopf algebra theory by Larson
and Radford [LaR2].

7.19. In the case of braided tensor categories results of this Section were ob-
tained the paper [BesKLT] by Bespalov, Kerler, Lyubashenko, and Turaev. For
the representation theory of the Yangian in Example 7.19.5 see the book by Chari
and Pressley, [ChP, 12.1].

7.20. Frobenius algebras in tensor categories were considered by Müger [Mu2]
and by Schweigert and Fuchs [SchwF]. The proof of Corollary 7.20.4 follows the
one of Abrams for classical Frobenius algebras, see [Ab].

7.21. The squared norm of simple object of a multifusion category C and
categorical dimension of C were introduced by Müger [Mu2]. The description
of categorical dimension in terms of the canonical Frobenius algebra was given in
[ENO1]. Formula (7.72) can be established using the Larson-Radford trace formula
for Hopf algebras [LaR2]. Theorem 7.21.12 is proved in [ENO2].

7.22. The cohomology of a tensor category with respect to a tensor functor was
defined by Davydov [Da1] and independently by Yetter in [Ye3, Ye4] (motivated
by the previous work [CraY]). Proposition 7.22.3 was proved in [Da1]. As usual,
low dimensional Davydov-Yetter cohomology groups have an independent meaning
[Da1, Ye3, Ye4] (see Exercise 7.22.2). The group H1

F (C) classifies derivations of F
as a tensor functor. The groupH2

F (C) classifies first order deformations of the tensor
structure on the functor F . The group H3(C) classifies first order deformations
of the associativity constraint in C, i.e., of the structure of C itself. As usual,
obstructions to these deformations live in the cohomology groups one degree higher.

On the other hand, it is known since the work of Gerstenhaber [Ger] that
the deformation theory of an associative algebra is described by its Hochschild
cohomology. A similarity between these two theories was observed in [Ye3]. Our
Proposition 7.22.7 makes this similarity formal by means of the canonical Frobenius
algebra A.

7.23. Weak Hopf algebras were introduced by Böhm, Nill, and Szlachanyi in
[BohNS]. See the survey [NikV1] for more about them.
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7.25. Other results

7.25.1. Classification of module categories. It is interesting to classify
indecomposable exact module categories over a given tensor category. We have
seen above how this problem is solved for group-theoretical fusion categories, but
it has also been solved in many other cases, including nonsemisimple ones. Let us
describe some of these results in more detail.

In [EtO1], indecomposable exact module categories are classified for the cate-
gory Repk(G), where G is a finite group and k has positive characteristic, as well
as for finite supergroups G, and also for the category Rep(H), where H is the Taft
Hopf algebra. These results were extended to representation categories of some
classes of pointed Hopf algebras, as well as basic Hopf and quasi-Hopf algebras
by Galindo, Garcia Iglesias, and Mombelli, see [Mom1, Mom2, GarM, GalM],
based on previous work of Andruskiewitsch and Mombelli [AndrM]. In [Gel2],
indecomposable exact module categories are classified for the category Repk(G),
where G is a finite group scheme and k has positive characteristic.

There are also some results on classification of indecomposable exact module
categories over infinite tensor categories. An interesting special case of this problem
is the problem of classifying fiber functors on representation categories of groups.
We have seen above how this problem is solved for C = Rep(G), where G is a
finite group: in this case fiber functors correspond to twists, which are classified
in Corollary 7.12.24 and correspond to groups of central type. However, if G is
an affine algebraic group of positive dimension, the situation is more complicated.
First of all, in this case, there may exist fiber functors F : C → Vec such that
dimF (V ) 	= dimV . For instance, when G = SL2, and more generally for the
category Oq(SL2) − comod, such fiber functors are classified in [Bi] (see Remark
5.12.10), and are related to quantum groups of the nondegenerate bilinear form
(which are the corresponding Hopf algebras Coend(F ), see [DuL]).

A generalization of this result to semisimple module categories (i.e., classifica-
tion of such module categories over Oq(SL2)− comod) can be found in [EtO2] in
the generic case, and in [KirO] and [Os5] in the root of unity case (in particu-
lar, for Verlinde categories, see Example 8.18.5). These works describe the variety
parametrizing the module categories which categorify a given module MΓ over the
Grothendieck ring Gr(C), defined by the condition that the matrix of multiplication
by the 2-dimensional representation is the incidence matrix AΓ of a graph Γ. In
particular, these works show that if Γ is a tree, then the categorification exists if
and only if −q− q−1 is an eigenvalue of AΓ with an eigenvector having no nonzero
entries. This exhibits special properties of quantum SL2 when q are special alge-
braic numbers (such that −q − q−1 are eigenvalues of AΓ). Also, this shows that
the case of Dynkin diagrams of type ADE (i.e., the case when the eigenvalues of
AΓ are in (−2, 2)) corresponds to the case when q is a root of unity (in particular,
Verlinde categories), which is the result of [KirO] and [Os5].

For other algebraic groups, much less is known, even in the case of fiber functors.
Namely, let’s say that a fiber functor F on Rep(G) is classical if dimF (V ) = dimV
for any V ∈ Rep(G); this is automatic for finite G by the Frobenius-Perron theorem,
but, as we have just seen, may not hold for algebraic groups. It is not hard to
show that classical fiber functors correspond to twists, i.e. elements in O(G×G)∗

satisfying the twist axioms. However, the classification of twists is known in very
few cases. E.g., for G = SL3, see [Oh1, Oh2], for unipotent groups see [EtG9]
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(which gives a classification of fiber functors in terms of Lie bialgebras), and for
nilpotent groups see [Gel3].

7.25.2. Subfactors. A subfactor is an inclusion N ⊂ M of factors, i.e., von
Neumann algebras with trivial centers. An important numerical characteristic of
a subfactor is its index [Jon1]. This notion is similar to that of an index of a
subgroup in a group (indeed, the latter can be recovered from groups acting on
factors). However, there is an important difference. A famous result of Jones
[Jon1] states that the index takes values in the set {4cos2 π

n | n ≥ 3} ∪ [4, +∞)
and, conversely, that every such value is an index of some subfactor. The study of
subfactors led Jones to his celebrated discovery of link invariants [Jon2].

There are many invariants (algebraic, combinatorial, analytic) describing a sub-
factor: Ocneanu’s paragroups [Oc1, Oc2], Popa’s λ-lattices [Po2], Jones’s planar
algebras [Jon3]. Finite depth subfactors can be described using weak Hopf algebras
[NikV2, NikV3], cf. Definition 7.23.1. The subfactor literature is quite extensive,
one can find many references in the recent survey by Jones, Morrison, and Snyder
[JMS].

The relation between subfactors and tensor categories is as follows. Given
a finite index subfactor N ⊂ M there is a semisimple tensor category C of N -
bimodules generated by the N -bimodule M (so the simple objects of C are simple
N -bimodules contained in M⊗n, n ≥ 1). The subfactor is said to have finite
depth if C is a fusion category. LetM be the C-module category of N -M bimodules
generated by X := M . Thus, a finite depth subfactor determines a triple (C,M, X)
consisting of a fusion category, a module category over it, and a simple object of a
module category.

Conversely, starting with a triple (C,M, X) as above one can construct either
a λ-lattice [X1] or a planar algebra [Gh] and, hence, a subfactor of a hyperfinite
II1-factor. In particular, one can construct a subfactor from any simple object in a
fusion category [Wen2]. Note that the index of the resulting subfactor is equal to
FPdim(Hom(X, X)).

Among new fusion categories and their module categories constructed directly
from subfactors are “exotic” examples of Asaeda and Haagerup [AsH], Bigelow,
Peters, Morrison, and Snyder [BiMPS], and Izumi [I1]. These categories do not
appear from quantum groups and affine Lie algebras in any known way. Further-
more, the classification of subfactors of index ≤ 5 is now complete [JMS].

In [Oc3] Ocneanu (partially) classified, in our terminology, module categories
over the fusion category of representations of quantum SU(N) at roots of unity.

In [MorS] examples of fusion categories that are not defined over cyclotomic
integers were constructed.

Overall, interaction between subfactor theory and the theory of tensor catego-
ries proved to be very beneficial for both areas.
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CHAPTER 8

Braided categories

8.1. Definition of a braided category

The notion of a braided monoidal category is a categorification of that of a
commutative monoid. Similarly to the pentagon axiom for the associativity con-
straint in Definition 2.1.1, the commutativity constraint is required to have certain
coherence properties.

Definition 8.1.1. A braiding (or a commutativity constraint) on a monoidal

category C is a natural isomorphism cX,Y : X⊗Y ∼−→ Y ⊗X such that the hexagonal
diagrams
(8.1)

X ⊗ (Y ⊗ Z)
cX,Y ⊗Z

�� (Y ⊗ Z)⊗X
aY,Z,X

����
���

���
���

�

(X ⊗ Y )⊗ Z

aX,Y,Z

��������������

cX,Y ⊗idZ ����
���

���
���

�
Y ⊗ (Z ⊗X)

(Y ⊗X)⊗ Z
aY,X,Z

�� Y ⊗ (X ⊗ Z)

idY ⊗cX,Z

��������������

and
(8.2)

(X ⊗ Y )⊗ Z
cX⊗Y,Z

�� Z ⊗ (X ⊗ Y )
a−1
Z,X,Y

����
���

���
���

�

X ⊗ (Y ⊗ Z)

a−1
X,Y,Z

��������������

idX ⊗cY,Z ����
���

���
���

�
(Z ⊗X)⊗ Y

X ⊗ (Z ⊗ Y )
a−1
X,Z,Y

�� (X ⊗ Z)⊗ Y

cX,Z⊗idY

��������������

commute for all objects X, Y, Z in C.
Definition 8.1.2. A braided monoidal category is a pair consisting of a

monoidal category and a braiding.

Remark 8.1.3. Note that the same monoidal category can have several differ-
ent structures of a braided category, see e.g., Section 8.4.

Definition 8.1.4. Let C be a monoidal category equipped with a braiding
cX,Y : X ⊗ Y

∼−→ Y ⊗X. We define the reverse braiding on C by

(8.3) c′X,Y := c−1
Y,X .

195
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196 8. BRAIDED CATEGORIES

We will call the corresponding braided category the reverse category and denote it
Crev.

Exercise 8.1.5. Check the braiding axioms for c′.

Exercise 8.1.6. Show that for any object X in a braided monoidal category
C one has

(8.4) lX ◦ cX,1 = rX , rX ◦ c1,X = lX , and c1,X = c−1
X,1.

Definition 8.1.7. Let C1 and C2 be braided monoidal categories whose braid-
ings are denoted c1 and c2, respectively. A monoidal functor (F, J) from C1 to C2
is called braided if the following diagram commutes:

(8.5) F (X)⊗ F (Y )
c2F (X),F (Y )

��

JX,Y

��

F (Y )⊗ F (X)

JY,X

��

F (X ⊗ Y )
F (c1X,Y )

�� F (Y ⊗X)

for all objects X,Y in C1.
A braided monoidal equivalence of braided monoidal categories is a braided

monoidal functor which is also an equivalence of categories.

Remark 8.1.8. Note that a monoidal functor is a functor with an additional
structure, while for a monoidal functor to be braided is a property.

Exercise 8.1.9. Let C be a braided monoidal category with braiding c. Let Cop
be the opposite monoidal category of C, see Definition 2.1.5. Show that c defines a
braiding on Cop and that the identity functor has a natural structure of a braided
monoidal equivalence C ∼−→ Cop.

Recall that by Theorem 2.8.5 any monoidal category is equivalent to a strict
category.

Proposition 8.1.10. Let C be a strict monoidal category with braiding c. For
all X, Y, Z ∈ C the braiding satisfies the following Yang-Baxter equation:
(8.6)
(cY,Z ⊗ idX) ◦ (idY ⊗cX,Z) ◦ (cX,Y ⊗ idZ) = (idZ ⊗cX,Y ) ◦ (cX,Z ⊗ idY ) ◦ (idX ⊗cY,Z).

Proof. Since C is strict, the hexagonal diagrams (8.1) and (8.2) become tri-
angles. Consider the diagram

(8.7) X ⊗ Y ⊗ Z
cX,Y ⊗idZ

��

idX ⊗cY,Z

�����
���

���
���

cX⊗Y,Z

��

Y ⊗X ⊗ Z
idY ⊗cX,Z

����
���

���
���

�

cY ⊗X,Z

��

X ⊗ Z ⊗ Y

cX,Z⊗idY ����
���

���
���

� Y ⊗ Z ⊗X

cY,Z⊗idX�����
���

���
���

Z ⊗X ⊗ Y
idZ ⊗cX,Y

�� Z ⊗ Y ⊗X.

The two triangles are (8.1) and (8.2). The square in the middle commutes by
naturality of c. Hence, the perimeter of (8.7) commutes. The two compositions
along the perimeter are precisely the two sides of (8.6). �
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Exercise 8.1.11. State and prove an analog of Proposition 8.1.10 for non-strict
categories.

Definition 8.1.12. A braided monoidal category C is called symmetric if

cY,X ◦ cX,Y = idX⊗Y

for all objects X,Y ∈ C.

We will discuss symmetric tensor categories in more detail in Section 9.9.

8.2. First examples of braided categories and functors

Many examples of monoidal categories from Section 2.3 admit a natural braid-
ing.

Example 8.2.1. The categories Set, Vec, Rep(G) are braided with the braid-
ing being the transposition of factors. For an abelian group G the category VecG
is braided. Similarly, for a commutative ring R the category ModR is braided.

Note that all braidings in Example 8.2.1 are symmetric. Here is another im-
portant example of a symmetric category.

Example 8.2.2. Let k be a field of characteristic 	= 2. Let C be the category
VecZ/2Z of Z/2Z-graded vector spaces. Define a braiding on C by the formula

cX,Y (x⊗y) = (−1)deg(x) deg(y)y⊗x for homogeneous vectors x, y. It is easy to check
that this endows C with the structure of a symmetric fusion category. This category
is called the category of super-vector spaces and denoted sVec. This category is
ubiquitous in many fields of mathematics, especially in homological algebra and its
applications.

Example 8.2.3. Let G be an abelian group, let μ : G×G→ k× be a 2-cocycle,
and let Fid,μ : VecG → VecG be the functor constructed in Example 2.6. The functor
Fid,μ is braided if and only if μ(g, h) = μ(h, g) for all g, h ∈ G (note that in this
case μ is cohomologically trivial). This example is generalized in Section 8.4 below.

The next example explains the name “braiding”.

Example 8.2.4. (The category of braids.) Recall that in Example 2.3.14 we
introduced the notion of a tangle. Braids form a special class of tangles. Namely, a
braid on n strands is a tangle obtained from n disjoint closed unit intervals (i.e., no
circles allowed) such for each t ∈ [0, 1] exactly one point of each interval belongs to
R2×{t}. Clearly, braids form a monoidal subcategory B of the category T of tangles.
There is a braiding of T given by (isotopy classes of) braids cm,n : m+ n→ n+m
that can be visualized as m strands “passing over” n strands.

Isotopy classes of braids on n strands form a group Bn, called the braid group,
under the operation of composition. It is well-known (see e.g., [KassT]) that
for n ≥ 2 this group Bn is isomorphic to the abstract group with generators
σ1, . . . , σn−1 and relations

(i) σiσj = σjσi when |i− j| > 1,
(ii) σiσi+1σi = σi+1σiσi+1.

Namely, one takes σi = id⊗(i−1)⊗c1,1 ⊗ id⊗(n−i−1). For n ≥ 3 this group is non-
abelian.
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Remark 8.2.5. It follows from Proposition 8.1.10 that for any object V in a
strict braided monoidal category C there is a group homomorphism

Bn → AutC(V
⊗n) : σi 
→ idV ⊗(i−1) ⊗cV,V ⊗ idV ⊗(n−i−1) , i = 1, . . . , n− 1.

If C is k-linear then this is a representation of Bn over k. Similarly, the pure
braid group PBn, which is the kernel of the natural homomorphism Bn → Sn, acts
naturally on V1 ⊗ ...⊗ Vn for any objects V1, ..., Vn ∈ C.

Remark 8.2.6. The braid group Bn can be interpreted as the fundamental
group of the configuration space Xn of n unordered distinct points in R2. Here
Xn is the quotient of the space {(z1, z2, . . . , zn) | zi 	= zj for i 	= j} by the natural
action of Sn (with the quotient topology).

Exercise 8.2.7. Let C be a braided tensor category (not necessarily strict),
and let X1, . . . , Xn ∈ C. Let P1, P2 be any parenthesized products of X1, ..., Xn (in
any orders) with arbitrary insertions of unit objects 1. Let f = fC : P1 → P2

be an isomorphism, obtained as a composition C of associativity, braiding, and
unit isomorphisms and their inverses possibly tensored with identity morphisms.
Explain how C defines a braid bC . Show that if bC = bC′ in Bn then fC = fC′ .
This statement is called Mac Lane’s braided coherence theorem.

8.3. Quasitriangular Hopf algebras

Let H be a Hopf algebra, and C = RepH be the monoidal category of H-
modules. Assume that C is a braided category, with braiding c = (cX,Y ). Let
c∨H,H = σ ◦ cH,H : H⊗H → H⊗H, where σ is the permutation of components. By

functoriality of c, c∨H,H commutes with right multiplication by elements ofH⊗H, so
it is the operator of left multiplication by a uniquely determined invertible element
R ∈ H ⊗H. The axioms of a braided structure imply that

(8.8) (Δ⊗ id)(R) = R13R23, (id⊗Δ)(R) = R13R12,Δop(h) = RΔ(h)R−1, h ∈ H,

where Δop := σ ◦Δ is the opposite coproduct.
This motivates the following definition.

Definition 8.3.1. (Drinfeld) A quasitriangular Hopf algebra is a pair (H,R),
where H is a Hopf algebra over k, and R ∈ H ⊗H (the R-matrix) is an invertible
element satisfying relations (8.8). The element R is called the universal R-matrix
of H.

Remark 8.3.2. It immediately follows from the axioms that the R-matrix R of
a quasitriangular Hopf algebra (H,R) satisfies the quantum Yang-Baxter equation

R12R13R23 = R23R13R12.

Also, if (H,R) is a quasitriangular Hopf algebra then so is (H, (R21)−1), and the
braided category Rep(H, (R21)−1) is obtained from Rep(H,R) by inverting the
braiding.

If the braiding c is symmetric, i.e., cY,XcX,Y = idX,Y , then R satisfies the
equation R−1 = R21, called the unitarity condition. This motivates the following
definition.

Definition 8.3.3. If (H,R) is a quasitriangular Hopf algebra, and R−1 = R21

then the R-matrix R is called unitary and (H,R) is called a triangular Hopf algebra.
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Example 8.3.4. If H is cocommutative then R = 1 ⊗ 1 is a triangular struc-
ture on H. Thus, quasitriangular Hopf algebras generalize cocommutative Hopf
algebras.

Conversely, it is easy to see that if (H,R) is a quasitriangular Hopf algebra
then the category C of H-modules is a braided category, which is symmetric if
(H,R) is triangular. Thus, we have a bijection between braidings on Rep(H) and
quasitriangular structures on H, which restricts to a bijection between symmetric
braidings and triangular structures.

Note that a given Hopf algebra may have no quasitriangular structures or can
have several different quasitriangular structures.

Example 8.3.5. Let H := Fun(G) be the (commutative) Hopf algebra of func-
tions on a noncommutative finite group G with values in k. Then H has no qua-
sitriangular structures, since the category Rep(H) does not admit a braiding (as
X ⊗ Y is in general not isomorphic to Y ⊗X in this category).

Example 8.3.6. Assume that k has characteristic 	= 2. Let g be the generator
of Z/2Z. The group algebra kZ/2Z has two triangular R-matrices: 1 ⊗ 1 and
1
2 (1 ⊗ 1 + 1 ⊗ g + g ⊗ 1 − g ⊗ g). The symmetric categories attached to these R-
matrices are actually not equivalent: the first one is the category of representations
of Z/2Z (or, equivalently, the category VecZ/2Z), and the second one is the category
of super-vector spaces sVec.

Example 8.3.7. The Sweedler Hopf algebra (see Example 5.5.6) has a family
of triangular structures Rα parametrized by elements of k:

Rα =
1

2
(1⊗ 1 + 1⊗ g + g ⊗ 1− g ⊗ g) +

α

2
(x⊗ x+ x⊗ gx− gx⊗ x+ gx⊗ gx).

One of the main examples of a quasitriangular Hopf algebra is the Drinfeld dou-
ble D(H) of a finite dimensional Hopf algebra H, defined in Section 7.14. Namely,
we have the following proposition, which follows from the material in Section 7.14.

Proposition 8.3.8. The quantum double D(H) = H ⊗ H∗cop of a finite di-
mensional Hopf algebra H is a quasitriangular Hopf algebra, with the universal
R-matrix R =

∑
hi ⊗ h∗

i , where {hi} is a basis of H, and {h∗
i } is the dual basis

of H∗cop. Moreover, the multiplication on D(H) is the unique extension of the
multiplication in H and H∗cop which makes R a quasitriangular structure (for the
coproduct induced by the one from H and H∗cop).

It is easy to show thatD := D(H) is a factorizable quasitriangular Hopf algebra,
i.e., the associated Drinfeld-Reshetikhin map ([Dr5, Res])

D∗ → D, f 
→ (id⊗f)(R21R)

is an isomorphism of vector spaces (see also Exercise 8.6.4 below). In particular,
(D(H), R) is not triangular when dim(H) > 1.

Example 8.3.9. Let G be a finite group. Then the underlying algebra of the
Drinfeld double D(G) := D(kG) of kG is the semidirect product Fun(G,k) � kG,
where G acts on Fun(G,k) by conjugation, and the universal R-matrix is R =∑

g∈G g ⊗ δg, where δg is the delta-function at g.
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Example 8.3.10. From Example 7.14.11, we see that the small quantum group
uq(sl2) for a root of unity q of odd order � is a quasitriangular Hopf algebra (as it
is a tensor factor, hence a quotient of the double of the Taft algebra).

Exercise 8.3.11. Show that the R-matrix of uq(sl2) coming from Example
7.14.11 is given by the following explicit formula:

R = R0

�−1∑
n=0

qn(n−1)/2 (q − q−1)nEn ⊗ Fn

[n]q!
,

with

R0 =
∑

i,j∈Z/�Z

qij/21i ⊗ 1j ,

where 1j are the idempotents of k[K]/(K� − 1) = kZ/�Z defined by Ks1j = qs1j .

(Here q1/2 stands for the square root of q of odd order).

Remark 8.3.12. Similarly, the quantum group uq(g) is quasitriangular for any
simple Lie algebra g.

Exercise 8.3.13. Assume that q is not a root of unity. Show that the category
of finite dimensional type I representations of Uq(sl2) (see Section 5.8) is braided,
with braiding defined by the R-matrix

R = R0

∞∑
n=0

qn(n−1)/2 (q − q−1)nEn ⊗ Fn

[n]q!
,

with

R0 =
∑
i,j∈Z

qij/21i ⊗ 1j ,

where 1j is the projection operator to weight j (and we fix a square root of q).
Namely, if V,W are such representations, then this sum terminates when applied
to V ⊗W , and gives rise to a well defined linear operator V ⊗W → V ⊗W .

Note that this is not an honest quasitriangular structure on Uq(sl2), since the
sum is infinite; in particular, it does not define a braiding on the category of all
(not necessarily finite dimensional) representations of Uq(sl2).

Even though we have a bijection between braidings on the category of H-
modules and quasitriangular structures on H, two non-isomorphic quasitriangular
Hopf algebras may have equivalent braided categories of modules. Namely, this
happens when the two Hopf algebras are related by a twist (see (5.30)).

Proposition 8.3.14. If (H,R) is a (quasi)triangular Hopf algebra and J is a
twist for H, then (HJ , RJ := (J21)−1RJ) is a quasi(triangular) Hopf algebra, and
the categories of modules over (H,R) and (HJ , RJ ) are naturally equivalent as a
braided categories.

Exercise 8.3.15. Prove Proposition 8.3.14.

Example 8.3.16. If (H,R) is quasitriangular then R is a twist for (Hcop, R21)
and ((Hcop)R, (R21)R) = (H,R).

Example 8.3.17. Let G be a finite group and let J be a twist for kG. Then
(kGJ , (1⊗ 1)J = (J21)−1J) is a triangular Hopf algebra.
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Remark 8.3.18. One can also define the notion of a (quasi)triangular quasi-
Hopf algebra, which is the structure on the endomorphism algebra of a quasi-fiber
functor on a braided monoidal category. This very important notion was defined
and studied by Drinfeld in [Dr4, Dr6], and discussed in more detail in textbooks,
such as [Kas, EtS]. We will not discuss this notion here.

Coquasitriangular Hopf algebras are duals to quasitriangular Hopf algebras and
thus generalize commutative Hopf algebras.

Suppose that (A,R) is a finite dimensional quasitriangular Hopf algebra, and
H = A∗. Then R ∈ A⊗A induces a bilinear form H ⊗H → k (which we will also
denote by R), and the properties of R ∈ A ⊗ A can be rewritten in terms of this
form. This motivates the following definition.

Definition 8.3.19. A coquasitriangular Hopf algebra is a pair (H,R), where H
is a Hopf algebra over k and R : H⊗H → k (the R-form) is a convolution-invertible
bilinear form on H satisfying the following axioms:

R(h, lg) =
∑

R(h1, g)R(h2, l), R(gh, l) =
∑

R(g, l1)R(h, l2)

and ∑
R(h1, g1)h2g2 =

∑
g1h1R(h2, g2) (h, g, l ∈ H).

If
∑

R(h1, g1)R(g2, h2) = ε(g)ε(h) then (H,R) is called cotriangular.

Example 8.3.20. Let (H,R) be a finite dimensional quasitriangular Hopf al-
gebra. Viewing R as a linear map R : H∗ ⊗H∗ → k, it is straightforward to verify
that (H∗, R) is coquasitriangular, and is cotriangular if (H,R) is triangular.

Note that if (H,R) is coquasitriangular, then the category C of H-comodules is
a braided category, with braiding cX,Y = R13 ◦ (ρX ⊗ρY ), where ρX : X → H⊗X,
ρY : Y → H⊗Y are the coactions of H on X and Y . Conversely, it is easy to show
that if C is braided, then H acquires a natural coquasitriangular structure. So, we
have a bijection between braided structures on C and coquasitriangular structures
on H up to twisting, which restricts to a bijection between symmetric structures
on C and triangular structures on H up to twisting.

Example 8.3.21. Any commutative Hopf algebra is cotriangular with the R-
form R = ε⊗ ε.

Example 8.3.22. (Abelian groups) Let A be an abelian group equipped with
a bilinear form (i.e., a bicharacter) R : A×A→ k×. Let us extend R to a bilinear
form on the group algebra kA by linearity. Then (kA,R) is a coquasitriangular
Hopf algebra. If R is symmetric, (kA,R) is cotriangular.

Note that when A is a finite group, we may view R as an element of the algebra
kA∨ ⊗ kA∨, where A∨ is the character group of A. We thus have that (kA∨, R) is
a quasitriangular Hopf algebra.

Exercise 8.3.23. Let G = SL2, and Oq(G) be the corresponding quantum
function algebra (See Section 5.8). Show that the R-matrix of 8.3.13 defines a
coquasitriangular structure on Oq(G), which gives rise to the braided structure on
its category of comodules given in Exercise 8.3.13.

Remark 8.3.24. One can define the notion of a Hopf 2-cocycle dual to
the notion of a twist (see Definition 5.14.1) in an obvious way. If (H,R) is a
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co(quasi)triangular Hopf algebra and J is a Hopf 2-cocycle for H, then (HJ , RJ :=
(J21)−1 ∗R ∗ J) is a co(quasi)triangular Hopf algebra. We leave it to the reader to
work out the details of this.

Exercise 8.3.25. Let C be a strict monoidal category. One says that C is a
coboundary category if it is equipped with a functorial in X,Y ∈ C collection of
morphisms bX,Y : X ⊗ Y → Y ⊗X such that

bX,Y ◦ bY,X = idX⊗Y ,

and

(bY,Z ⊗ idX) ◦ bX,Y⊗Z = (idZ ⊗bX,Y ) ◦ bX⊗Y,Z .

The collection (bX,Y ) is called the coboundary structure of C.
(i) Extend this definition to not necessarily strict categories (so that it is in-

variant under equivalence of monoidal categories). In other words, write down the
axioms of a coboundary category including the associativity morphisms.

(ii) Show that a coboundary structure on C is the same thing as a tensor
structure c on the identity functor id : C → Cop such that c2 = id.

(iii) A Hopf algebra H is called coboundary if its category of representations is
equipped with a coboundary structure. Show that H is coboundary if and only if
it is equipped with a twist R ∈ H ⊗H such that R21R = 1⊗ 1.

(iv) Show that any symmetric monoidal category is coboundary in a natural
way (with bX,Y = cX,Y ).

(v) (The Drinfeld construction). Let C be a braided category linear over k[[�]]
(with chark = 0), and assume that the braiding satisfies cY,X ◦cX,Y = idX⊗Y +O(�)
(such a category is called quasisymmetric). Show that the map

bX,Y = cX,Y ◦ (cY,X ◦ cX,Y )
−1/2,

where by (1 + t)−1/2 we mean the Taylor series of this function at t = 0, is a
coboundary structure on C.

(vi) Show that the category of type I representations of Uq(sl2), where q is not
a root of unity, admits a coboundary structure (imitate the construction of (v)).

Remark 8.3.26. Similarly, for any simple Lie algebra g the category of repre-
sentations of Uq(g) of type I is a coboundary category. Moreover, when q → 0, this
category degenerates into the category of crystals, which is a semisimple monoidal
category with the same Grothendieck ring. This category is not rigid or braided
(these structures have a singularity at q = 0), but it remains coboundary in the
limit. See [HenK] for more details.

Exercise 8.3.27. Define the cactus group Cactn to be the group generated by
elements Skm, 1 ≤ k < m ≤ n, with defining relations

S2
km = 1, SkmSpq = SpqSkm if [k,m] ∩ [p, q] = ∅,
SkmSpq = Sk+m−q,k+m−pSkm if [k,m] ⊃ [p, q].

(i) Show that there exists a surjective homomorphism Cactn → Sn that sends
Skm to permutations σkm which reverse the interval [k,m] and do not move other
elements of [1, n] (the kernel PCactn of this homomorphism is called the pure cactus
group). Describe the groups Cactn and PCactn for n ≤ 3. What about n = 4?
(Hint: Show that PCact4 is the fundamental group of the closed non-orientable
surface of Euler characteristic −3).
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(ii) Show that if X is any object of a coboundary category C, then X⊗n carries
a natural action of Cactn, sending Skm to the order reversal morphism acting on
the k-th through m-th copies of X (there is a unique way to define such a morphism
using the coboundary structure). For instance,

Sk,k+1 
→ id⊗k−1
X ⊗bX,X ⊗ id⊗n−k−1

X .

Deduce that for any X1, ..., Xn ∈ C, the tensor product X1 ⊗ ... ⊗ Xn carries an
action of the pure cactus group PCactn.

(iii) Let P̂Bn denote the prounipotent completion of the pure braid group PBn

over Q. (see Example 5.4.4). Construct a homomorphism φn : PCactn → P̂Bn such
that for any quasisymmetric braided category C as in Exercise 8.3.25(v), the pure
cactus group action on X1 ⊗ ... ⊗ Xn corresponding to the coboundary structure
on C is the pullback of the pure braid group action corresponding to the braided
structure on C via φn.

Remark 8.3.28. The group PCactn is the fundamental group of the real locus
M0,n(R) of the Deligne-Mumford compactification of the moduli space of genus
zero curves with n + 1 labeled marked points (points of this space are tree-like
configurations of circles with marked points on them, which is the motivation for
the term “Cactus group”). This space is a compact connected manifold, non-
orientable for n ≥ 4, which is known to be K(π, 1) (a nontrivial geometric result).
The group Cactn is the orbifold fundamental group of M0,n(R)/Sn (the moduli
space of curves with n unlabeled points and one labelled point at infinity). See
[HenK],[EHKR] and references therein for more details.

8.4. Pre-metric groups and pointed braided fusion categories

Let k be an algebraically closed field of characteristic 0. Let G be an abelian
group. By a quadratic form on G (with values in k×) we will mean a map q : G→
k× such that q(g) = q(g−1) and the symmetric function

(8.9) b(g, h) :=
q(gh)

q(g)q(h)

is a bicharacter, i.e., b(g1g2, h) = b(g1, h)b(g2, h) for all g, g1, g2, h ∈ G. We will
say that q is non-degenerate if the associated bicharacter b is non-degenerate.

The simplest way to construct a quadratic form is to start with a bicharacter
B : G×G→ k× and set

(8.10) q(g) := B(g, g), g ∈ G.

When |G| is odd, every quadratic form on G can be represented like this. However,

this is not the case in general. Counterexample: G = Z/2Z with q(n) = in
2

, where
k = C and i =

√
−1.

Definition 8.4.1. A pre-metric group is a pair (G, q) whereG is a finite abelian
group and q : G → k× is a quadratic form. A metric group is a pre-metric group
such that q is non-degenerate.

An orthogonal homomorphism between pre-metric groups (G, q) and (G′, q′)
is a homomorphism f : G → G′ such that q′ ◦ f = q. Pre-metric groups and
orthogonal homomorphisms form a category.
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The relation between braided fusion categories and pre-metric groups is as
follows.

Let C be a pointed braided fusion category. Then isomorphism classes of simple
objects of C form a finite abelian group G (i.e., C ∼= VecωG as a tensor category).
For g ∈ G let q(g) ∈ k× denote the braiding cX,X ∈ AutC(X ⊗X) = k×, where X
is a simple object of C whose isomorphism class equals g.

Lemma 8.4.2. The function q : G→ k× is a quadratic form.

Proof. By Theorem 2.8.5 we can assume that C is strict. In this case

q(gh) = q(g)q(h)b(g, h), g, h ∈ G,

where b(g, h) = cY,X ◦ cX,Y ∈ AutC(X⊗Y ) ∈ k×, where the isomorphism classes of
X and Y are, respectively, g and h. It follows easily from the hexagon axiom (8.1)
that b : G×G→ k× is a bicharacter. �

Exercise 8.4.3. Let C be a skeletal pointed braided fusion category with the
group of simple objects G. Then the associativity isomorphism in C is determined
by a function ω : G× G ×G → k×, and the braiding is determined by a function
c : G×G→ k×. Prove that the axioms of a braided fusion category are equivalent
to the following equations:
(8.11)

ω(g1g2, g3, g4)ω(g1, g2, g3g4) = ω(g1, g2, g3)ω(g1, g2g3, g4)ω(g2, g3, g4),
ω(g2, g3, g1)c(g1, g2g3)ω(g1, g2, g3) = c(g1, g3)ω(g2, g1, g3)c(g1, g2),
ω(g3, g1, g2)

−1c(g1g2, g3)ω(g1, g2, g3)
−1 = c(g1, g3)ω(g1, g3, g2)

−1c(g2, g3),
g1, g2, g3, g4 ∈ G.

Let Z3
ab(G,k×) be the set of all pairs of functions (ω, c) satisfying (8.11). Ob-

serve that Z3
ab(G,k×) is an abelian group with respect to the pointwise multiplica-

tion. The elements of this group are called abelian cocycles on the group G.

Exercise 8.4.4. Let ω ≡ 1, that is ω(g1, g2, g3) = 1 for all g1, g2, g3 ∈ G. Prove
that the pair (ω, c) is an abelian cocycle if and only if c is a bicharacter on the group
G.

Exercise 8.4.5. Let C be the skeletal pointed braided fusion category described
by an abelian group G endowed with an abelian cocycle (ω, c) ∈ Z3

ab(G,k×). Show
that q(g) = c(g, g) for any g ∈ G. Use this to give an alternative proof of Lemma
8.4.2.

For a homomorphism f : G1→G2 and (ω, c)∈Z3
ab(G2,k

×) we define f∗(ω, c)=
(ω◦f, c◦f) ∈ Z3

ab(G1,k
×). It is clear that f∗ is a homomorphism of abelian groups.

Exercise 8.4.6. Let C1 and C2 be the skeletal pointed braided fusion categories
described by abelian groups G1 and G2 endowed with abelian cocycles (ω1, c1) ∈
Z3
ab(G1,k

×) and (ω2, c2) ∈ Z3
ab(G2,k

×). Prove that a braided tensor functor F :
C1 → C2 is determined by a homomorphism f : G1 → G2 and a function k :
G1 ×G1 → k× satisfying

(8.12)
ω(g1, g2, g3) = k(g2, g3)k(g1g2, g3)

−1k(g1, g2g3)k(g1, g2)
−1,

c(g1, g2) = k(g1, g2)k(g2, g1)
−1.

where (ω, c) = (ω1, c1)
−1f∗(ω2, c2).
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Let F1 and F2 be two such functors corresponding to pairs (f1, k1) and (f2, k2).
Then F1 and F2 are not tensor isomorphic unless f1 = f2. If f1 = f2 then the
tensor isomorphisms between F1 and F2 are in bijection with functions λ : G→ k×

such that k2(g1, g2) = k1(g1, g2)λ(g1g2)λ(g1)
−1λ(g2)

−1, i.e., with solutions of the
equation d2λ = k2/k1.

For an abelian group G let B3
ab(G,k×) ⊂ Z3

ab(G,k×) be the subgroup of abelian
coboundaries, that is, of the abelian cocycles defined by (8.12) with f = id for all
functions k : G×G→ k×.

Definition 8.4.7. The group H3
ab(G,k×) := Z3

ab(G,k×)/B3
ab(G,k×) is called

the abelian cohomology group of G with coefficients in k×.

The group Aut(G) acts on H3
ab(G,k×) in an obvious way.

Exercise 8.4.8. Show that the braided equivalence classes of pointed braided
fusion categories such that the group of isomorphism classes of simple objects is
identified with G are in bijection with H3

ab(G,k×). Thus the braided equivalence
classes of pointed braided fusion categories such that the group of isomorphism
classes of simple objects is isomorphic toG are in bijection withH3

ab(G,k×)/Aut(G).

Let Quad(G) be the group of quadratic forms with values in k× on a finite
abelian group G. It is easy to check (and it follows from the discussion above) that
the homomorphism H3

ab(G,k×)→ Quad(G), (ω, c) 
→ q(g) = c(g, g) is well defined.
The following result is due to Eilenberg and Mac Lane. For our proof we will need
some results which will be proved later.

Theorem 8.4.9. The above homomorphism H3
ab(G,k×)→ Quad(G) is an iso-

morphism.

Proof. Let us show that this homomorphism is injective. Let C be a skeletal
pointed braided fusion category corresponding to an abelian cocycle (ω, c) such that
q(g) = c(g, g) ≡ 1. Then Corollary 9.9.24 states that there exists a braided tensor
functor C → Vec. Note that the category Vec is equivalent to the skeletal category
with trivial group G2 (see Exercise 8.4.6) and (ω2, c2) = (1, 1). Thus Exercise 8.4.6
implies that (ω, c) lies in B3

ab(G,k×) ⊂ Z3
ab(G,k×). Hence our homomorphism is

injective.
To prove surjectivity, we need to show that for any q ∈ Quad(G) there exists

a pointed braided fusion category such that the corresponding form is q. In full
generality this will be done in Example 8.23.10. For now we note that by Exercises
8.4.4 and 8.4.5 this result holds for quadratic forms q of the form B(g, g) where
B : G×G→ k× is a bicharacter (possibly non-symmetric). By Exercise 8.4.10 this
implies the surjectivity for groups G of odd order. �

Exercise 8.4.10. Prove that for an abelian group of odd order any quadratic
form is of the form B(g, g) for some bicharacter B.

Theorem 8.4.9 and Exercise 8.4.8 show that for any pre-metric group (G, q)
there exists a unique up to a braided equivalence pointed braided fusion category
C(G, q) such that the group of isomorphism classes of simple objects is G and the
associated quadratic form is q.

Exercise 8.4.11. Let ω ∈ H3(G,k×) be the associator of the fusion category
C(G, q).
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(i) Show that ω is trivial if and only if there exists a bicharacter B : G×G→ k×

such that q(x) = B(x, x) for all x ∈ G.
(ii) Show that ω is trivial if the category C(G, q) is symmetric (see Definition

8.1.12).
(iii) More generally, show that ω is trivial if and only if the quadratic form q has

the following property: for any element x ∈ G of order 2n the order of q(x) ∈ k×

does not exceed 2n.

The categories C(G, q) exhaust all braided equivalence classes of pointed braided
fusion categories. Next we describe all braided tensor functors between these cate-
gories. Consider the category whose objects are pointed braided fusion categories
and morphisms are isomorphism classes of braided tensor functors (thus this ca-
tegory is a truncation of the 2-category where 2-morphisms are isomorphisms of
tensor functors).

It is clear that a braided tensor functor between pointed braided fusion catego-
ries determines an orthogonal homomorphism between the corresponding pre-metric
groups. We thus have a functor

(8.13) F : (pointed braided fusion categories)→ (pre-metric groups).

Theorem 8.4.12. The above functor F is an equivalence.

Proof. We already know that the functor F is essentially surjective.
Let f : (G1, q1) → (G2, q2) be a morphism of pre-metric groups. Let us

find abelian cocycles (ω1, c1) ∈ Z3
ab(G1,k

×) and (ω2, c2) ∈ Z3
ab(G2,k

×) such that
q1(g) = c1(g, g) and q2(g) = c2(g, g). Then by the definition of an orthogonal ho-
momorphism the abelian cocycle (ω, c) = (ω1, c1)

−1f∗(ω2, c2) satisfies c(g, g) ≡ 1.
Thus by Theorem 8.4.9 we have (ω, c) ∈ B3

ab(G1,k
×). So there exists a function

k : G1 × G1 → k× such that (8.12) holds. Hence by Exercise 8.4.6 there exists a
braided tensor functor C(G1, q1)→ C(G2, q2) lifting the morphism f . Therefore the
functor F is full, that is, surjective on morphisms.

Finally, we need to show that the functor F is faithful, that is, injective on
morphisms. Let k1 and k2 be two functions G1×G1 → k× satisfying (8.12). Then
the function k(g1, g2) := k1(g1, g2)

−1k2(g1, g2) satisfies

(8.14)
k(g2, g3)k(g1g2, g3)

−1k(g1, g2g3)k(g1, g2)
−1 = 1,

k(g1, g2) = k(g2, g1).

In other words, the function k is a symmetric 2-cocycle on the group G1 with
values in k×. It follows from Exercise 8.4.13 that there exists λ : G1 → k× such
that k(g1, g2) = λ(g1g2)λ(g1)

−1λ(g2)
−1. Thus

k2(g1, g2) = k1(g1, g2)λ(g1g2)λ(g1)
−1λ(g2)

−1

and thus the functors corresponding to k1 and k2 are isomorphic. �

Exercise 8.4.13. Let G be a finite abelian group and let k : G×G→ k× be a
symmetric 2-cocycle, that is, a function satisfying (8.14). Show that k is trivial, that
is, there exists a function λ : G→ k× such that k(g1, g2) = λ(g1g2)λ(g1)

−1λ(g2)
−1.

(Hint: consider the central extension of G by k× determined by k).
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8.5. The center as a braided category

We introduced the center Z(C) of a monoidal category C in Section 7.13, see
Definition 7.13.1. Namely, objects of Z(C) are pairs (Z, γ), where Z is an object
of C and

γX : X ⊗ Z
∼−→ Z ⊗X, X ∈ C

is a natural isomorphism satisfying compatibility conditions (7.41).

Proposition 8.5.1. Z(C) is a braided monoidal category with the associativity
constraint given by that of C and braiding given by

(8.15) c(Z, γ),(Z′, γ′) := γ′
Z .

Proof. This is a direct verification and is left as an exercise. �
Exercise 8.5.2. Recall from Exercise 7.13.5 that there is a canonical tensor

equivalence Z(Cop) ∼= Z(C). Show that it gives a braided equivalence

(8.16) Z(Cop) ∼= Z(C)rev.
Assume from now on that C is a finite tensor category.

Proposition 8.5.3. Let C be a finite tensor category and let M be an inde-
composable exact C-module category. Then Z(C∗M) and Z(C)rev are equivalent as
braided tensor categories, where Z(C)rev denotes the reverse category, see Defini-
tion 8.1.4.

Proof. Let A be an algebra in C such thatM∼= ModC(A), see Theorem 7.10.1.
By Remark 7.16.3 we have a tensor equivalence

Z 
→ Z ⊗A : Z(C) ∼−→ Z(BimodC(A)).

It is immediate from construction in Remark 7.16.3 (see equation (7.51)) that
this equivalence respects braiding. Since BimodC(A) ∼= (C∗M)op by Remarks 7.12.5
and 8.5.2 we have Z(BimodC(A)) ∼= Z(C∗M)rev. �

Example 8.5.4. (Center of VecG). Let us describe the center of the category
of G-graded vector spaces, where G is a group. In the case of a finite group, we
have already done this in Example 8.3.9 using the language of Hopf algebras.

By definition, an object in Z(VecG) is a G-graded finite dimensional vector

space V = ⊕g∈G Vg along with a collection of isomorphisms γx : δx ⊗ V
∼−→ V ⊗ δx

satisfying commutative diagram (7.41). They give rise to linear isomorphisms

ug,x : Vgxg−1
∼−→ Vx, g, x ∈ G.

Set ux := ⊕g∈G ug,x : V
∼−→ V . It is straightforward to see that this collection

of isomorphisms makes V a G-equivariant object (in the sense of Definition 2.7.2)
with respect to the conjugation action of G on VecG.

Thus, objects of Z(VecG) are identified with G-equivariant G-graded vector
spaces. By Remark 4.15.8 simple objects of Z(VecG) are in bijection with pairs
(C, V ) where C is a finite conjugacy class in G, and V is an irreducible finite
dimensional representation of the centralizer of g ∈ C. 1

1This implies that if G is a finitely generated infinite simple group (it is known that such
groups exist), then Z(VecG) = Vec. Indeed, the only finite conjugacy class in G is that of the
identity, and the only irreducible finite dimensional representation of G is trivial (since any finitely
generated linear group is residually finite and hence cannot be simple unless it is finite). This is
somewhat counter-intuitive, as Z(VecG) turns out to be “smaller” than VecG.
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In particular, if G is finite then Z(VecG) is a fusion category. By Proposi-
tion 4.15.9, the Frobenius-Perron dimension of the object corresponding to a pair
(C, V ) is |C| dimk(V ). This implies that

(8.17) FPdim(Z(VecG)) = |G|2.
Note that this can also be seen as a special case of Theorem 7.16.6.

In the special situation whenG = A is a finite abelian group, the fusion category

Z(VecA) is pointed and is equivalent to C(A ⊕ Â, q), where Â := Hom(A, k×) is

the group of linear characters of A, and (A⊕ Â, q) is a metric group with respect
to the canonical hyperbolic quadratic form q((a, χ)) := χ(a), cf. Section 8.4.

Exercise 8.5.5. Let G be an affine (pro)algebraic group, and C be the ca-
tegory of finite dimensional O(G)-modules. Show that Z(C) is the category of
G-equivariant finite dimensional O(G)-modules (so objects of Z(C) are supported
at the set of elements of G which centralize the connected component of the identity
G0 ⊂ G).

Example 8.5.6. (The center of Rep(H).) It is shown in Proposition 8.3.8 that
the center of Rep(H) for a finite dimensional Hopf algebra H is equivalent as a
braided tensor category to Rep(D(H)), the representation category of the quantum
double of H.

Similarly, if K is any Hopf algebra, and C = K−comod, then the center Z(C) is
naturally equivalent as a braided tensor category to the category of Yetter-Drinfeld
modules Y D(K) (see Section 7.15), with braiding defined by the formula

cX,Y = σ ◦RXY ,

where RXY : X ⊗ Y → X ⊗ Y is given by the formula

RXY (x⊗ y) = ηY,23(τX(x)⊗ y),

where ηY : K ⊗ Y → Y is the action, and τX : X → K ⊗X is the coaction.

Exercise 8.5.7. Assume that q ∈ k× is not a root of unity, and let the Hopf
algebra A be generated by g±1, x with relations gx = q2xg and coproduct Δ(g) =
g ⊗ g, Δ(x) = x⊗ g + 1⊗ x. Show that Z(A−comod) = C � VecZ, where C is the
category of representations of type I of the quantum group Uq(sl2). Calculate the
braiding in Z(A−comod) in terms of this presentation. (Hint: use that Z(A−comod)
is the category of Drinfeld-Yetter modules for A).

8.6. Factorizable braided tensor categories

Let C be a braided tensor category with braiding

cX,Y : X ⊗ Y
∼−→ Y ⊗X, X, Y ∈ C.

Let Crev be the reverse braided tensor category, see Definition 8.1.4. The following
proposition is straightforward.

Proposition 8.6.1. Then the assignment X 
→ (X, c−,X) extends to a braided

tensor functor C → Z(C). Similarly, the assignment X 
→ (X, c−1
X,−) extends to a

braided tensor functor Crev → Z(C). Both functors are fully faithful. They combine
together into a single braided tensor functor

(8.18) G : C � Crev → Z(C).
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Definition 8.6.2. A braided tensor category C is called factorizable if the
functor (8.18) is an equivalence.

Proposition 8.6.3. Let C be a tensor category. Then Z(C) is factorizable.

Proof. Recall from Proposition 7.13.8 that Z(C) is dual to C�Cop with respect
to the module category C. By Theorem 8.5.3 there is a braided tensor equivalence

(8.19) Z(C � Cop) ∼= Z(C) � Z(C)rev ∼−→ Z(Z(C)).
Namely, both categories are identified with the category of (Z(C)�C�Cop)-module
endofunctors of C. Under this identification the embeddings

Z(C) = Z(C) � Vec ↪→ Z(C) � Z(C)rev ∼= Z(Z(C)) and

Z(C)rev = Vec�Z(C)rev ↪→ Z(C) � Z(C)rev ∼= Z(Z(C))
assign to an object Z ∈ Z(C) the functor (Z ⊗ −) : C → C. The Z(C)-module
structure on this functor is given, respectively, by the braiding of Z(C) and its
opposite. Thus, in this case functor (8.18) coincides with equivalence (8.19). �

Exercise 8.6.4. (i) Let (H,R) be a finite dimensional quasitriangular Hopf
algebra. Show that the braided category Rep(H) is factorizable if and only if H is
factorizable, i.e., R21R is a non-degenerate tensor in H ⊗H.

(ii) Show that any quasitriangular Hopf algebra H contains a unique factor-
izable Hopf subalgebra H with the same R-matrix (consider the Hopf subalgebra
generated by the left or right component of R21R).

(iii) Show that any factorizable Hopf algebra A is a quotient of the quantum
double D(A+) of a finite dimensional Hopf algebra A+, with the R-matrix being
the image of the R-matrix of D(A+) (consider the Hopf algebra A+ spanned by
the first component of R). Thus, for any quasitriangular Hopf algebra H, we have
a canonical quasitriangular Hopf algebra homomorphism ψ : D(H+) → H, whose
image is H .

8.7. Module categories over braided tensor categories

Here we discuss a categorical analog of the fact that a left module over a
commutative ring R is automatically an R-bimodule.

Let C be a braided tensor category with braiding c and letM be a C-module
category, see Definition 7.1.1, with the module associativity constraint

mX,Y,M : (X ⊗ Y )⊗M
∼−→ X ⊗ (Y ⊗M), X, Y ∈ C, M ∈M.

Let C∗M be the tensor category dual to C with respect to M (i.e., the category of
C-module endofunctors ofM, see Definition 7.12.2). Observe that for every X ∈ C
the action of X onM gives rise to a C-module endofunctor ofM in two ways (using
the braiding and its opposite). We thus have assignments

(8.20) H± : X 
→ ((X ⊗ −), s±X) : C → C∗M,

where the module functor structures s± are defined by

(s+X)Y,M : H+(X)(Y ⊗M) = X ⊗ (Y ⊗M)
m−1

X,Y,M−−−−−→ (X ⊗ Y )⊗M
cX,Y ⊗idM−−−−−−→

(Y ⊗X)⊗M
mY,X,M−−−−−→ Y ⊗ (X ⊗M) = Y ⊗H+(X)(M),
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(s−X)Y,M : H−(X)(Y ⊗M) = X ⊗ (Y ⊗M)
m−1

X,Y,M−−−−−→ (X ⊗ Y )⊗M
c−1
Y,X⊗idM−−−−−−→

(Y ⊗X)⊗M
mY,X,M−−−−−→ Y ⊗ (X ⊗M) = Y ⊗H−(X)(M),

for all X, Y ∈ C and M ∈M.

Proposition 8.7.1. The assignments (8.20) define tensor functors

(8.21) H+ : C → C∗M and H− : Cop → C∗M.

Proof. This is a straightforward verification using axioms (8.1) and (8.2) in
the definition of a braided tensor category. �

Remark 8.7.2. It follows from Proposition 8.7.1 that for a braided tensor
category C a C-module category is automatically a C-bimodule category.

Exercise 8.7.3. Let (H,R) be a quasitriangular Hopf algebra.
(i) Show that evaluation on the second component of R defines a Hopf algebra

homomorphism R+ : H∗ → H (R+(f) := (f ⊗ id)(R)), and evaluation on the
first component of R−1 defines a Hopf algebra homomorphism R− : H∗ → Hcop

(R−(f) := (id⊗f)(R−1)).
(ii) Show that the image of R+ is the Hopf algebra H+ defined in Exercise

8.6.4, and the image of R− is isomorphic to H
∗cop
+ .

(iii) LetM = Vec be the module category over C = Rep(H) associated to the
forgetful functor on Rep(H) (so that C∗M = Rep(H∗)). Show that the functors H±

are induced by the Hopf algebra homomorphisms R±.

8.8. Commutative algebras and central functors

We defined the notion of an (associative) algebra in a tensor category in Sec-
tion 7.8. In general, the notion of commutativity for such algebras does not make
sense, since a “permutation of factors” is not defined. However, this notion exists
in the setting of braided tensor categories.

Definition 8.8.1. Let C be a braided tensor category. An algebra A in C is
said to be commutative if the following diagram commutes:

(8.22) A⊗A
cA,A

��

m
���

��
��

��
��

A⊗A

m
����
��
��
��
�

A,

where m : A⊗A→ A denotes the multiplication of A.

Exercise 8.8.2. (i) Show that an algebra is commutative in C if and
only if it is commutative in Crev.

(ii) Let (H,R) be a quasitriangular Hopf algebra, and A be an H-module
algebra. Show that A is commutative in the category of H-modules if
and only if ab = m(R21(b ⊗ a)), a, b ∈ A, where m : A ⊗ A → A is
the multiplication map. So, when regarded as a usual algebra, A is not
necessarily commutative; one says that A is braided-commutative.

(iii) Let X be an object of a braided multitensor category C. Define the quan-
tum symmetric algebra SqX to be the quotient of the tensor algebra TX
by the ideal generated by the image of cX,X − idX⊗X . Show that SqX is a
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commutative Z+-graded algebra in C. 2 (The homogeneous components
SN
q X of SqX are called the quantum symmetric powers of X). Show that

SqX has the following universal property: any commutative algebra A in
C generated by X (i.e., a quotient of TX) is a quotient of SqX.

(iv) Let A,B be associative algebras in a braided category C. Define a multi-
plication on A⊗B by the formula mA⊗B = (mA⊗mB)◦(idA⊗c−1

A,B⊗ idB).
Show that this makes A⊗B into an associative algebra.3

(v) Let C be the category VecZ of Z-graded vector spaces, with simple objects
Xi, i ∈ Z (1-dimensional space in degree i). Let ζ be a nonzero scalar,
and put a braiding on C by cXi,Xj

= σζij , where σ is the permutation of
components. Compute the quantum symmetric algebra SqXm (show that

SN
q Xm = 0 for N ≥ 2 unless ζm

2

= 1, and is 1-dimensional otherwise).
Compute the algebra Sq(Xm⊕Xk), and show that it is not isomorphic to
SqXm ⊗ SqXk (and does not map onto it) unless ζ2mk = 1. This shows
that for commutative algebras A,B in a braided category C, the tensor
product A⊗B may be noncommutative.

(vi) Specialize (v) to the symmetric category case ζ = −1, chark 	= 2 (this
is the case of Z-graded supervector spaces). In this case, show that for
any object X, SqX = SX+ ⊗ ∧X−, where X+, X− are the even and odd
degree parts of X, respectively. Show also that in this case one always has
Sq(X⊕Y ) = Sq(X)⊗Sq(Y ) (note that at the same time, for the ordinary
tensor product of algebras, ∧(X ⊕ Y ) 	= ∧X ⊗ ∧Y for vector spaces X
and Y ).

(vii) Let C = VecZ �C0, where C0 is the category of type I representations of
Uq(sl2). Put the braiding on C0 as in Exercise 8.3.13, and the braiding

defined in (v) on VecZ, with ζ = q−1/2; this puts the tensor product
braiding on C. Let V1 ∈ C0 be the 2-dimensional irreducible representation
of Uq(sl2), i.e., the q-analog of the vector representation. LetX = X1�V1.
Show that the quantum symmetric algebra SqX, when regarded as an
ordinary algebra, is isomorphic to the quantum polynomial algebra with
generators x, y and the defining relation yx = qxy. Show that SN

q V =
XN � VN , where VN is the N + 1-dimensional irreducible representation
in C0.

(viii) (this is a higher rank generalization of (vii)) Let V = kn be the
n-dimensional defining representation of quantum GLn (an irreducible
Oq(GLn)-comodule), with standard basis xi, i = 1, ..., n. The (suitably
normalized) R-matrix of V is given by R(xi⊗ xi) = xi⊗xi, R(xi⊗xj) =
q−1(xj ⊗xi) for i < j, and R(xi⊗xj) = q−1(xj ⊗ xi)+ (1− q−2)(xi⊗ xj)
for i > j. Show that SqV , when regarded as an ordinary algebra, is
isomorphic to the quantum polynomial algebra with generators x1, ..., xn

and defining relations xjxi = qxixj for i > j. Deduce that the dimen-

sion of SN
q V is

(
N+n−1
n−1

)
, and thus SqV is a flat deformation of the usual

polynomial algebra SV (which is recovered when q = 1).

2In fact, strictly speaking, SqX lies in the ind-completion of C rather than C itself (as all of
its homogeneous components may be nonzero). However, for simplicity we will abuse terminology,
and refer to algebras in the ind-completion of C as algebras in C.

3Note that in a non-braided category, we do not have a notion of the tensor product of
algebras, and that the tensor products of algebras in C and Crev are different from each other.
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Let A be a commutative algebra in a braided tensor category C. Let ModC(A)
denote the category of right A-modules in C.

Exercise 8.8.3. Let M be a right A-module in C with the structure morphism
p : M ⊗A→M . Show that each of the following morphisms

A⊗M
cA,M−−−→M ⊗A

p−→M and(8.23)

A⊗M
c−1
M,A−−−→M ⊗A

p−→M,(8.24)

defines an A-bimodule structure on M .

Let A be an exact algebra in C (see Definition 7.8.20). Then the category
BimodC(A) is a multitensor category. Let

(8.25) F± : M 
→M± : ModC(A)→ BimodC(A)

denote the functors constructed using (8.23) and (8.24), respectively. Each of these
functors is a full embedding and, thus, makes ModC(A) into a multitensor cate-
gory with tensor product ⊗A (see Definition 7.8.21) by identifying it with a tensor
subcategory of BimodC(A).

Exercise 8.8.4. Show that the multitensor category structures on ModC(A)
constructed using functors F± are opposite to each other in the sense of Defini-
tion 2.1.5.

LetM denote ModC(A) viewed as a C-module category, see Proposition 7.8.10.
The dual category C∗M is identified with BimodC(A)op, see Remark 7.12.5.

Exercise 8.8.5. Show that tensor functors H+ : C → C∗M and H− : Cop → C∗M
from Proposition 8.7.1 are identified with the composition functors

C FA−−→ ModC(A)
F±−−→ BimodC(A),

where FA(X) := X ⊗A is the free A-module functor.

Let C be a finite braided tensor category and let A be a finite tensor category.

Definition 8.8.6. Let F : C → A be a tensor functor. A structure of a
central functor on F is a braided tensor functor F ′ : C → Z(A) together with an
isomorphism of F with the composition of the forgetful functor Z(A) → A with
F ′.

Remark 8.8.7. (i) The forgetful functor Z(A) → A itself is a central
functor with F ′ = idZ(A).

(ii) Any braided tensor functor F : C1 → C2 between braided tensor categories
C1 and C2 is a central functor via the embedding C2 ↪→ Z(C2).

Proposition 8.8.8. Let F : C → A be a central functor. Let I : A → C be the
right adjoint functor of F . Then the object A = I(1) has a canonical structure of
commutative algebra in C.

Proof. The algebra structure of A is defined in Section 7.9, see Example
7.9.10.

To prove commutativity, note that the multiplication m : A ⊗ A → A is the
image of a certain morphism m̃ ∈ HomA(F (A⊗A), 1) under the isomorphism

(8.26) HomA(F (A⊗A),1) ∼= HomC(A⊗A, A).
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Let c denote the braiding in C and let c̃ denote the braiding in Z(A), see (8.15).
Under the above isomorphism (8.26) the opposite multiplication m ◦ cA,A corre-
sponds to m̃ ◦ F (cA,A) ∈ HomA(F (A ⊗ A), 1). The equality m̃ = m̃ ◦ F (cA,A)
follows from commutativity of the following diagram, where F ′ : C → Z(A) is the
central structure for the functor F :

F ′(A⊗A)
∼ ��

F ′(cA,A)

��

F ′(A)⊗ F ′(A)
l⊗l

��

c̃F ′(A),F ′(A)

��

1⊗ 1

c̃1,1

��

∼ �� 1

id1

��

F ′(A⊗A)
∼ �� F ′(A)⊗ F ′(A)

l⊗l
�� 1⊗ 1

∼ �� 1

Here l ∈ HomC(F (A), 1) is the image of idA under HomC(A, A) ∼= HomA(F (A), 1).
The left square commutes since F ′ is a braided functor, and the right one since
c̃1,1 = id1. That the middle square commutes is a consequence of the naturality of
the permutation morphism (7.40) in the definition of the center. �

Example 8.8.9. (i) Let C = Rep(G) and F : C → Vec be the forgetful
braided tensor functor. Then the commutative algebra A from Propo-
sition 8.8.8 is the algebra Fun(G, k) of k-valued functions on G. This
algebra is called the regular algebra of Rep(G), cf. Definition 9.9.19.

(ii) Let VecωG be the fusion category of finite dimensional G-graded vector
spaces with the associativity constraint defined by ω ∈ Z3(G, k×), see
Example 2.6.2. Let C = Z(VecωG) and F : C → VecωG be the forgetful
functor. Then the commutative algebra A from Proposition 8.8.8 is the
regular algebra of Rep(G) ⊂ C.

(iii) Let C = Z(Rep(G)) ∼= Z(VecG) and F : C → Rep(G) be the forgetful
functor. Then the commutative algebra A from Proposition 8.8.8 is the
group algebra of G considered as an algebra in C. Notice that in this
case the algebra F (A) in the symmetric tensor category Rep(G) is non-
commutative unless G is commutative.

We have the following construction, which is converse to Proposition 8.8.8.
Namely, letA be a commutative exact algebra in C. Suppose also that HomC(1, A)∼=
k, so that the C-module category ModC(A) is indecomposable. Then the category
BimodC(A) is a finite tensor category and, hence, the category ModC(A) inherits
the finite tensor category structure via the embedding F− from (8.25).

Proposition 8.8.10. The functor

FA : C → ModC(A) : X 
→ X ⊗A

has a canonical structure of a central functor.

Proof. We have FA(X) = X⊗A, and, hence, FA(X)⊗AY = X⊗Y . Similarly,
Y ⊗A FA(X) = Y ⊗ X. These two objects are isomorphic via the braiding of C
(using commutativity of A, one can check that the braiding gives an isomorphism
of A-modules) and, hence, FA lifts to a braided tensor functor

(8.27) F ′
A : C → Z(ModC(A))

whose composition with the forgetful functor Z(ModC(A))→ ModC(A) equals FA.
�
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8.9. The Drinfeld morphism

In this Section we assume that all monoidal categories are strict. Equivalently,
we suppress all associativity and unit constraints.

Lemma 8.9.1. Let C be a braided monoidal category with braiding c, let X, Y ∈
C, and let X∗ be the left dual of X. We have

cX∗,Y = (evX ⊗ idY⊗X∗) ◦ (idX∗ ⊗c−1
X,Y ⊗ idX∗) ◦ (idX∗⊗Y ⊗ coevX),(8.28)

c−1
Y,X∗ = (evX ⊗ idY⊗X∗) ◦ (idX∗ ⊗cY,X ⊗ idX∗) ◦ (idX∗⊗Y ⊗ coevX).(8.29)

Proof. Consider the following diagram (where we suppress the identity mor-
phisms, as usual):

X∗ ⊗ Y
coevX ��

coevX

��

X∗ ⊗ Y ⊗X ⊗X∗

cY,X⊗X∗

�������
�����

�����
����

X∗ ⊗X ⊗X∗ ⊗ Y cX∗,Y

��

evX

��

X∗ ⊗X ⊗ Y ⊗X∗

cX,Y

��

evX

��

X∗ ⊗ Y
cX∗,Y

�� Y ⊗X∗

The upper triangle commutes by the naturality of the braiding. The lower triangle
commutes by the hexagon axiom (8.1). The rectangle at the bottom commutes
since ⊗ is a bifunctor. Hence, the diagram commutes. Comparing the compositions
along the perimeter, we get the first equality. The second equality is obtained by
replacing c by the opposite braiding. �

Exercise 8.9.2. Show that ifX∗, Y ∗ are left duals of objectsX, Y in a braided
monoidal category C then (cX,Y )

∗ = cX∗,Y ∗ .

Let C be a braided monoidal category. Let us define a natural transformation
uX : X → X∗∗ as the composition

(8.30) X
idX ⊗ coevX∗−−−−−−−−→ X⊗X∗⊗X∗∗ cX,X∗⊗idX∗∗

−−−−−−−−−→ X∗⊗X⊗X∗∗ evX ⊗ idX∗∗−−−−−−−→ X∗∗.

Proposition 8.9.3. We have

(8.31) uX ⊗ uY = uX⊗Y ◦ cY,X ◦ cX,Y

for all X, Y ∈ C.
Proof. Consider the following diagram (to keep its size reasonable we omit

tensor product signs):

X Y
coevY ∗

��

coev(X Y )∗
����

���
���

���
� X Y Y ∗ Y ∗∗ cY,Y ∗

��

coevX∗

��

X Y ∗ Y Y ∗∗ evY ��

coevX∗

��

X Y ∗∗

coevX∗

��

X Y Y ∗ X∗X∗∗ Y ∗∗ cY,Y ∗
��

cY,X◦cX,Y

��

X Y ∗ Y X∗ X∗∗ Y ∗∗ evY ��

cX,Y ∗ Y X∗

��

XX∗ X∗∗ Y ∗∗

cX,X∗

��

Y ∗ Y X∗ XX∗∗ Y ∗∗ evY ��

cY,X∗ X

��

X∗ XX∗∗ Y ∗∗

evX

��

X Y Y ∗ X∗X∗∗ Y ∗∗cX Y,(X Y )∗
�� Y ∗ X∗ X Y X∗∗ Y ∗∗ evX Y �� X∗∗ Y ∗∗.
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It is straightforward to see that it commutes. E.g., the big rectangle involving
braidings commutes by the braided coherence theorem (see Exercise 8.2.7), and the
two squares in the right column commute by the naturality of the braiding. Using
definition (8.30), we see that the two compositions along the perimeter are precisely
the two sides of (8.31). �

Definition 8.9.4. The morphism u is called the Drinfeld morphism.

Note that (8.30) is not a morphism of tensor functors unless the category C is
symmetric.

Let (H,R) be a quasitriangular Hopf algebra, and R =
∑

i ai ⊗ bi.

Proposition 8.9.5. (Drinfeld) (i) R−1 =
∑

i S(ai)⊗ bi =
∑

i ai ⊗ S−1(bi);
(ii) The Drinfeld morphism u in the category of H-modules is defined by the

Drinfeld element u =
∑

i S(bi)ai;
(iii) u−1 =

∑
i biS

2(ai);
(iv) S2(x) = uxu−1 for x ∈ H;
(v) Δ(u) = (u⊗ u)(R21R)−1 = (R21R)−1(u⊗ u);
(vi) z := uS(u) is a central element and g := u−1S(u) is a grouplike element

of H such that g−1xg = S4(x), x ∈ H.

Proof. These properties follow immediately from the categorical properties
proved above. Namely, (8.28) and (8.29) yield (i); parts (ii) and (iii) follow from
the definition of u; part (iv) expresses the fact that u is a morphism V → V ∗∗; (v)
follows from (8.31); and (vi) follows from (iv) and (v). We leave it to the reader to
fill in the details. �

Exercise 8.9.6. (i) Let H = kG be the group algebra of a finite group G
(chark = 0). Calculate the element u ∈ D(H) explicitly, and show that it is
central, and g = 1. Compute the values of u on the irreducible D(H)-modules.

(ii) Let C be the category of type I representations of Uq(sl2) (q is not a root of
unity). Show that the Drinfeld morphism uX : X → X∗∗ is given by the formula
uX = KθX , where θX : X → X is a morphism which acts by the scalar q−N(N+2)/2

on the N + 1-dimensional simple object VN . Deduce that g = K−2.

Now, let H be a finite dimensional Hopf algebra. Since g ∈ D(H) is a grouplike
element, we have g = a ⊗ α−1, where a ∈ H and α ∈ H∗ are grouplike elements.
These elements are called the distinguished grouplike elements of H and H∗cop,
respectively.

Corollary 8.9.7. (Radford’s S4 formula, [Ra2]). For any x ∈ H one has
S4(x) = α ◦ (a−1xa) ◦ α−1, where α◦ is the action of α on H which is dual to its
action on H∗.

Proof. This follows immediately from Proposition 8.9.5(vi) and the multipli-
cation law in D(H). �

Exercise 8.9.8. Check that g defines the distinguished character of D(H)∗.
In other words, if λ is a left integral of D(H) then λ(x1)x2 = λ(x)g. Deduce that
α defines the distinguished character of H. Thus, our terminology is compatible to
the one introduced in Chapter 6.

Corollary 8.9.9. (Radford, [Ra2]). The antipode of a finite dimensional
Hopf algebra H has order dividing 4 dimH.
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Remark 8.9.10. In all known examples, the order of S actually divides 2 dimH,
but it is not known if this is true in general.

Proof. By Corollary 6.2.7, the orders of a and α divide dim(H). Hence, the
result follows from Corollary 8.9.7 (as the conjugations by a and by α commute). �

Corollary 8.9.11. (Larson and Radford, [LaR2]) A semisimple Hopf algebra
H over a field k of characteristic zero is cosemisimple.

Proof. We may assume that the ground field k is finitely generated, and then
can embed k into the field of complex numbers. Thus, we may assume without loss
of generality that k = C.

Let us compute the trace Tr |H(S2) of the squared antipode on H. To this
end, let us write H as ⊕i End(Vi), where Vi are the irreducible H-modules. The
representations Vi which are nontrivially permuted by S2 do not contribute to
Tr |H(S2). So let us take i such that S2 leaves Vi fixed, and hence acts on End(Vi).
By Radford’s theorem (Corollary 8.9.9), the squared antipode S2 has a finite order
on H. Hence, S2 is induces an automorphism of End(Vi) of finite order. This
automorphism must be inner (being an automorphism of the matrix algebra), and
is implemented by an element gi ∈ GL(Vi), which can be chosen to have finite
order. Let λ1, ..., λdi

be the eigenvalues of gi (di = dimVi). They are roots of
unity since gi has finite order. We have Tr(S2|End(Vi)) =

∑
k,l λkλ

−1
l . But since

λl are roots of unity, this equals
∑

k,l λkλl = |
∑

k λk|2. Thus, this trace is non-
negative. Moreover, if Vi is the trivial representation then the trace is 1. Thus,
Tr |H(S2) ≥ 1. In particular, it is nonzero. By Corollary 7.18.10, this implies that
H is cosemisimple, as desired. �

8.10. Ribbon monoidal categories

Definition 8.10.1. A twist (or a balancing transformation) on a braided rigid
monoidal category C is an element θ ∈ Aut(idC) such that

(8.32) θX⊗Y = (θX ⊗ θY ) ◦ cY,X ◦ cX,Y

for allX, Y ∈ C. A twist is called a ribbon structure if (θX)∗ = θX∗ . A ribbon tensor
category is a braided rigid monoidal category equipped with a ribbon structure.

Example 8.10.2. As follows from Exercise 8.9.6(i), θ = u is a ribbon structure
on the category of representations of the quantum double of a finite group G. Also,
by Exercise 8.9.6(ii), the category C of type I representations of Uq(sl2) has a ribbon

structure given by θ|VN
= q−N(N+1)/2.

Remark 8.10.3. The terminology in Definition 8.10.1 is justified as follows.
Recall the braided monoidal category T of tangles introduced in Examples 2.3.14
and 8.2.4. This category has a generalization – the category FT of framed tangles
in which intervals and circles are replaced by oriented “ribbons”, which have to
be glued preserving the orientation. This category has a natural twist, namely a
straight ribbon with a double twist. Thus, it is a ribbon category.

Moreover, for any ribbon tensor category C and any object X ∈ C, there is a
natural uniquely determined monoidal functor F : FT → C which sends the gen-
erating object of FT to X and preserves the ribbon structure. Thus, the category
of framed tangles is the “universal ribbon category”.
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Now note that EndFT (1) is the set of isotopy classes of framed links. There-
fore, the functor F in particular defines an invariant of framed links with values in
EndC(1) = k. This invariant RTC,X(L) is called the Reshetikhin-Turaev invariant of
L, and was introduced in [RT1]. In particular, if C is the representation category
of the quantum group Uq(sl2) and X = V1 is the 2-dimensional standard repre-
sentation, then RTC,X(L) is essentially the Jones polynomial of L. More generally,
if X = Vn is the n + 1-dimensional irreducible representation, then RTC,X(L) is
the colored Jones polynomial (with all components of the link colored by V ). Still
more generally, one may color different components of the link by different objects
of C. Also, by renormalization, from these invariants it is easy to obtain invari-
ants of ordinary (unframed) links. For more details about this, see the textbooks
[Kas, Tu4].

Remark 8.10.4. The notion of a ribbon structure can be understood as a “non-
commutative” generalization of the notion of a quadratic form. Indeed, let G be
a finite abelian group and b : G × G → k× be a bilinear form. As explained in
Section 8.4, it defines a braiding on C = VecG. The corresponding quadratic form
defines a ribbon structure on C:

θδx = b(x, x) idδx , x ∈ G.

From now on let C be a braided tensor category over a field k.

Lemma 8.10.5. For any nonzero simple object X the composition

(8.33) f := evX ◦cX,X∗ ◦ coevX ∈ EndC(1)

is nonzero.

Proof. Since X is simple, the corresponding composition

EndC(1)→ HomC(1, X ⊗X∗) = EndC(X)→ EndC(1)

consists of nonzero maps between 1-dimensional spaces and hence is nonzero. So
f 	= 0. �

Proposition 8.10.6. The natural transformation uX : X → X∗∗ defined in
(8.30) is an isomorphism.

Proof. It suffices to prove this when X is simple. Define a natural transfor-
mation vX : X∗∗ → X by

(8.34) X∗∗ coevX ⊗ idX∗∗−−−−−−−−−→ X⊗X∗⊗X∗∗ idX ⊗c−1
X∗∗,X∗−−−−−−−−−→ X⊗X∗∗⊗X∗ idX ⊗ evX∗−−−−−−−→ X.

Using the naturality of v, we compute

vX ◦ uX = (evX ⊗ idX∗∗) ◦ (cX,X∗ ⊗ idX∗∗) ◦ (idX⊗X∗ ⊗vX) ◦ (idX ⊗ coevX∗)

= f ′ ⊗ idX ⊗f,
where f is the same as in (8.33) and f ′ = evX∗ ◦c−1

X∗,X∗∗ ◦ coevX∗ ∈ EndC(1). By

Lemma 8.10.5 f and f ′ are nonzero scalars and so vX ◦ uX is invertible. �

In view of Proposition 8.10.6, any natural isomorphism ψX : X � X∗∗ in a
braided tensor category C can be written as

(8.35) ψX = uXθX , θ ∈ Aut(idC).
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It follows from (8.31) that ψ is a tensor isomorphism (i.e., a pivotal structure on
C) if and only if θ is a twist.

The next Proposition relates the canonical natural isomorphism uX : X
∼−→ X∗∗

with the natural isomorphism (7.64) from Section 7.19.

Theorem 8.10.7. Let C be a braided finite tensor category. Let D be the dis-
tinguished object of C, let δX : X∗∗ → D ⊗ ∗∗X ⊗ D∗ be the tensor isomorphism
constructed in Theorem 7.19.1, and let uX : X → X∗∗ be the isomorphism (8.30).
Then there is an equality of natural isomorphisms

(8.36) (evD∗ � id∗∗X) ◦ (idD ⊗c∗∗X,D∗) ◦ δX = u−1
∗∗X ◦ u∗

∗X ,

where c denotes the braiding of C.

Proof. Let ρX : (X � 1)⊗A ∼= (1� X)⊗A be as in Theorem 7.19.1. Recall
that by definition,

(8.37) (δX � id1)⊗ idA = ρ−1
D⊗∗∗X⊗D∗ ◦ (D∗ � 1)⊗ ρ∗∗D⊗X⊗D∗ ⊗ (D � 1).

Here and in the rest of this proof we identify D ⊗ D∗ and D∗ ⊗ D with 1 and
suppress the evaluation and coevaluation maps for D and D∗. Let Σ = c�c denote
the braiding on C � Cop. Define a natural isomorphism

(8.38) ιX : (X � 1)⊗A→ (X∗∗ � 1)⊗A

as the following composition:

ιX : (X � 1)⊗A
ρX−−→ (1 � X)⊗A

Σ1�X,A−−−−−→ A⊗ (1 � X)

(D∗�1)⊗ρ∗
X∗−−−−−−−−−→ A⊗ (X∗∗ � 1)

ΣA,X∗∗�1−−−−−−→ (X∗∗ � 1)⊗A.

Observe that in terms of Hom spaces the isomorphism ιX is given as the following
sequence of natural isomorphisms:

HomC�Cop(V1 � V2, (X � 1)⊗A) ∼= HomC�Cop(X∗ ⊗ V1 ⊗ V2, 1)
∼= HomC�Cop(V1 ⊗X∗ ⊗ V2, 1)
∼= HomC�Cop(V1 ⊗ V2 ⊗X∗, 1)
∼= HomC�Cop(V1 � V2, (X

∗∗ � 1)⊗A)

for all objects V1, V2 ∈ C, where the two isomorphisms in the middle come from
the braiding in C. Namely, the composition of the first two arrows in (8.39) trans-
lates into the second isomorphism and the composition of the last two arrows in
(8.39) translates into the third isomorphism. (One can easily check this using Re-
mark 7.18.2 identifying C � Cop with the category of right exact endofunctors of C;
the braiding isomorphisms in (8.39) are then identified with isomorphisms between
left and right tensor multiplication by X).

On the other hand, the isomorphism (uX � id1)⊗ idA is given by

HomC�Cop(V1 � V2, (X � 1)⊗A) ∼= HomC�Cop(X∗ ⊗ V1 ⊗ V2, 1)
∼= HomC�Cop(V1 ⊗ V2 ⊗X∗, 1)
∼= HomC�Cop(V1 � V2, (X

∗∗ � 1)⊗A),

therefore, the hexagon identity and Proposition 7.18.5(a) imply that

ιX = (uX � id1)⊗ idA .
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In particular, ιX is an isomorphism in the category H of Hopf bimodules in C, see
Definition 7.18.1. The dual of ιX in H can be found using isomorphism (7.59).

Using naturality of braiding, we compute:

ι−1
∗∗X ◦ ι∗∗X =

=

(
ρ−1

∗∗X ◦ Σ−1
1�∗∗X,A ◦ (D∗ � 1)⊗ (ρ∗∗X)−1 ◦ Σ−1

A,X�1

)
◦
(
ΣA,X�1 ◦ (D∗ � 1)⊗ ρ∗∗X ◦ Σ1�∗∗X,(1�D∗)⊗A

◦ (D∗ � 1)⊗ ρ∗∗D⊗X⊗D∗ ⊗ (D � 1)

)
= ρ−1

∗∗X ◦ (1 � D)⊗ Σ1�∗∗X,1�D∗ ⊗A ◦ (D∗ � 1)⊗ ρ∗∗D⊗X⊗D∗ ⊗ (D � 1)

= (c∗∗X,D∗ � id1)⊗A ◦ ρ−1
D⊗∗∗X⊗D∗ ◦ (D∗ � 1)⊗ ρ∗∗D⊗X⊗D∗ ⊗ (D � 1).

Hence, comparing with (8.37) we get

ι−1
∗∗X ◦ ι∗X∗ = ((idD ⊗c∗∗X,D∗) ◦ δX � id1)⊗ idA .

On the other hand,

ι−1
∗∗X ◦ ι∗∗X = (u−1

∗∗X ◦ u∗
∗X � id1)⊗ idA,

which implies the result. �
Corollary 8.10.8. Let C be a finite braided tensor category with braiding c,

and D be the distinguished invertible object of C. Then for any V ∈ C, we have
cV,D ◦ cD,V = idD⊗V .

Proof. Observe that the right hand side of equation (8.36) does not change
when the braiding c of C is replaced by its reverse c−1 (this is a consequence of the
naturality of u and the identity uc−1 = (u−1

c )∗). Hence, the left hand side of (8.36)
also does not change. Since the definition of δX does not use braiding, we conclude
that cD,V = c−1

V,D for all objects V in C, as claimed. �

Remark 8.10.9. Here is another proof of Corollary 8.10.8. We have a canonical
braided tensor functor G : C�Crev → Z(C). Equivalently, the functor T : C�Cop →
C, X � Y 
→ X ⊗ Y has a natural structure of central tensor functor. Hence, by
Proposition 8.8.8, the algebra A := HomC�Cop(1,1) is a commutative algebra in
the category C � Crev. Thus, A is a dyslectic A-module in the sense of Definition
3.12 in [DaMNO]. This implies that A∗ = (D � 1) ⊗ A is also dyslectic. Hence,
by Lemma 3.15 in [DaMNO]4, D � 1 centralizes A (i.e., the squared braiding on
(D�1)⊗A is the identity). Thus, D�1 centralizes (1�P )⊗A for any P ; taking P
projective and using Lemma 7.18.8, we see that D centralizes any projective object
of C. This implies the statement, since any object is a quotient of a projective one.

Proposition 8.10.10. If C is a factorizable finite tensor category then C is
unimodular.

Proof. By Corollary 8.10.8, cD,V = c−1
V,D for all V ∈ C. Hence, D belongs

to the intersection of images of C and Crev in Z(C), which is trivial since C is
factorizable. Therefore D = 1. �

4This lemma is stated in [DaMNO] only for fusion categories, but its proof extends verbatim
to general finite tensor categories.
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Remark 8.10.11. Proposition 8.10.10 appears as Proposition 4.5 in [ENO1],
but the proof given there is not convincing, since it uses without proof the fact that
the functor I commutes with duality (which is true but not obvious). Here we have
given a different proof.

Proposition 8.10.12. Let C be a braided fusion category with a twist θ. The
canonical pivotal structure ψ = θ◦u is spherical if and only if θ is a ribbon structure.

Proof. The condition of θ∗X = (θX)∗ translates to ψX∗ = (ψX ◦ u−1
X )∗ ◦ uX∗

for all objects X ∈ C. Using the naturality of u and Theorem 8.10.7 (recall that a
fusion category is automatically unimodular, see Remark 6.5.9) we obtain

ψX∗ = ψ∗
X∗∗ ◦ (u−1

X∗∗)
∗ ◦ uX∗ = ψ∗

X∗∗ ◦ δ−1
X∗∗∗

for all objects X in C. This is equivalent to the condition

(8.39) Tr(ψX∗) = Tr(ψ∗
X∗∗ ◦ δ−1

X∗∗∗)

for every simple object X in C. By Corollary 7.21.8 the last expression is equal to
Tr(ψ∗∗

X∗∗). Thus (8.39) is equivalent to Tr(ψX∗) = Tr(ψ∗∗
X∗∗) = Tr(ψX∗∗), i.e., to ψ

being spherical. �

Recall from Section 4.7 that in a spherical category there is a notion of a trace
of an endomorphism f ∈ EndC(X):

(8.40) Tr(f) : 1
coevX−−−−→ X ⊗X∗ ψX◦f⊗idX∗−−−−−−−−→ X∗∗ ⊗X∗ evX−−→ 1.

The dimension of X ∈ C is defined by dim(X) = Tr(idX). Note that dim(X) 	= 0
for every simple X.

The trace (8.40) is related to the left and right traces TrL and TrR from (4.8)

and (4.9) by Tr(f) = TrL(ψXf) = TrR(fψ−1
X ).

Remark 8.10.13. Note a difference between the Frobenius-Perron dimensions
and the dimensions defined by formula (8.40). The former take values in R, while
the latter take values in k. So these dimensions are not equal in general.

Proposition 8.10.14. Let C be a ribbon tensor category. For any object X ∈ C
the composition

(8.41) 1
coevX−−−−→ X ⊗X∗ θX⊗idX∗−−−−−−→ X ⊗X∗ cX,X∗

−−−−→ X∗ ⊗X
evX−−→ 1

equals dim(X).

Proof. It suffices to prove it for simple X. Consider the following diagram

X⊗X∗ coevX∗
�� X⊗X∗⊗X∗∗⊗X∗ cX,X∗

��

evX∗

��

X∗⊗X⊗X∗∗⊗X∗ evX ��

evX∗

��

X∗∗⊗X∗

evX∗

��

1

coevX

��

coevX �� X ⊗X∗ cX,X∗
�� X∗ ⊗X

evX �� 1.

It is easy to see that this diagram commutes. The composition through the top
row is equal to

TrL(uX) = θ−1
X TrL(θXuX) = θ−1

X dim(X),

while the composition through the bottom row equals θ−1
X times the right hand side

of (8.41). �
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Exercise 8.10.15. Let X be a simple object of a ribbon tensor category and
θX ∈ k× be the corresponding twist. Then

(8.42) θ−1
X dim(X) = Tr(c−1

X,X).

Remark 8.10.16. By Exercise 4.7.16 ribbon structures on C form a torsor over
the subgroup Aut⊗(idC)2 in Aut⊗(idC) of elements which have order ≤ 2 on simple
objects. That is, if θ is a ribbon structure on C and ψ ∈ Aut⊗(idC)2 then θ ◦ ψ is
another ribbon structure, and every ribbon structure is of this form.

8.11. Ribbon Hopf algebras

Ribbon Hopf algebras are quasitriangular Hopf algebras which arise from ribbon
categories. Namely, let H be a Hopf algebra, C be the category of H-modules, and
assume that C is a ribbon monoidal category. Then H has the universal R-matrix
R ∈ H⊗H coming from the braiding, and also the twist θ defines a central element
v ∈ H. The axioms of a ribbon structure then translate into the following definition.

Definition 8.11.1. A ribbon Hopf algebra is a triple (H,R, v), where (H,R) is
a quasitriangular Hopf algebra, and v ∈ H is an invertible central element satisfying

Δ(v) = (v ⊗ v)(R21R)−1 and v = S(v).

Thus, we have the following proposition.

Proposition 8.11.2. Let (H,R, v) be a ribbon Hopf algebra. Then Rep(H) has
a canonical structure of a ribbon category, where the balancing transformation θ is
given by the action of v. Furthermore, there is a bijective correspondence between
isomorphism classes of ribbon structures on a quasitriangular Hopf algebra (H,R)
and equivalence classes of ribbon structures on the braided tensor category Rep(H)
(where the braiding is the one given by R).

Proof. The proof is similar to the proof of Proposition 8.3.8. �
Example 8.11.3. (i) Any triangular Hopf algebra has a ribbon structure with

v = 1 as the ribbon element.
(ii) The quantum double D(kG) of the group algebra of a finite group G (in

any characteristic) is a ribbon Hopf algebra with v = u as the ribbon element.
(iii) Any semisimple cosemisimple quasitriangular Hopf algebra (H,R) has a

ribbon structure with the ribbon element v = u (we will prove later that in such a
Hopf algebra S2 = id and hence u is central).

Exercise 8.11.4. Show that uq(sl2) (for q a root of unity of odd order) is a
ribbon Hopf algebra.

8.12. Characterization of Morita equivalence

It follows from Proposition 8.5.3 that the centers of Morita equivalent finite
tensor categories are braided equivalent. It turns out that the converse of this is
also true, i.e., the center is a complete invariant of the categorical Morita equivalence
class, see Theorem 8.12.3 below.

Let C be a finite tensor category and let FC : Z(C) → C and IC : C → Z(C)
denote the forgetful functor and its right adjoint. We can view C as an exact
Z(C)-module category via the functor FC .

Lemma 8.12.1. There is a natural isomorphism IC(X) ∼= HomZ(C)(1, X).
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Proof. This is immediate from the definition (7.21) of internal Hom. Indeed,
the action of Z ∈ Z(C) on C satisfies Z ⊗ 1 = F (Z) and, hence,

HomZ(C)(Z, I(X)) ∼= HomC(F (Z), X)
∼= HomC(Z ⊗ 1, X)
∼= HomZ(C)(Z, HomZ(C)(1, X))

and the statement follows by the Yoneda Lemma. �
Lemma 8.12.2. (i) The object A := IC(1) has a natural structure of com-

mutative algebra in Z(C); moreover for any X ∈ C the object IC(X) has
a natural structure of a right A-module.

(ii) The functor IC induces an equivalence of tensor categories C�ModZ(C)(A).

Proof. That A is a commutative algebra in Z(C) follows from Proposition
8.8.8. By Theorem 7.10.1 for any X ∈ C the object IC(X) = Hom(1, X) is naturally
a right A-module, and the functor

(8.43) IC = Hom(1,−) : C → ModZ(C)(A)

is an equivalence of categories.
It remains to prove that the functor IC has a structure of a tensor functor.
For any X ∈ C let μX : FC(IC(X))→ X be the image of id under the canonical

isomorphism HomZ(C)(IC(X), IC(X)) � HomC(FC(IC(X)), X) (so we have μ1 = μ
in the notation used above) and for X,Y ∈ C let μX,Y : IC(X)⊗IC(Y )→ IC(X⊗Y )
be the image of μX ⊗ μY under the canonical isomorphism

Hom(FC(IC(X))⊗ FC(IC(Y )), X ⊗ Y ) � Hom(IC(X)⊗ IC(Y ), IC(X ⊗ Y )).

(In the notation above μ1,1 = m is the multiplication morphism on A = IC(1) and
μX,1 is the morphism making IC(X) into a right A-module). It is straightforward
to verify that μX,Y satisfies all the axioms of a tensor functor except for being
an isomorphism. In particular, the morphism μX,1 makes IC(X) into a right A-
module; moreover, μ1,X and μX,1 make IC(X) into an A-bimodule. Next, μ1,X is
given by the composition

A⊗ IC(X)
c−1
IC(X),A−−−−−→ IC(X)⊗A

μX,1−−−→ IC(X),

so the structure of IC(X) as an A-bimodule is the same as the structure used in
the definition of the tensor structure on ModZ(C)(A).

It is immediate to check that μX,Y admits a canonical factorization

IC(X)⊗ IC(Y )→ IC(X)⊗A IC(Y )
μ̃X,Y−−−→ IC(X ⊗ Y )

and that μ̃X,Y satisfies all the axioms of a tensor functor with the possible exception
of being an isomorphism. Finally, one verifies that for X = FC(Z) with Z ∈ Z(C)
we have IC(X) ∼= Z⊗A (as A-modules), and this isomorphism identifies μ̃X,Y with
the canonical isomorphism IC(X) ⊗A IC(Y ) = Z ⊗ IC(Y ) � IC(FC(Z) ⊗ Y ) (the
last equality is a special case of Lemma 7.9.4). Since the functor FC is surjective
(see Corollary 7.13.11), we get that μ̃X,Y is always an isomorphism. Thus the
isomorphisms μ̃X,Y define a tensor structure on the functor IC , and the Lemma is
proved. �

Theorem 8.12.3. Two finite tensor categories C and D are Morita equivalent
if and only if Z(C) and Z(D) are equivalent as braided tensor categories.
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Proof. The “only if” direction is established in Proposition 8.5.3.
Let C, D be finite tensor categories such that there is a braided tensor equiv-

alence a : Z(C) ∼−→ Z(D). Since ID(1) is a commutative algebra in Z(D) and a
preserves commutativity of algebras, L := a−1(ID(1)) is a commutative algebra in
Z(C). Furthermore,

(8.44) D ∼= ModZ(C)(L)

as a tensor category by Lemma 8.12.2.
We claim that the category ModC(L) of L-modules in C is exact.5 To prove

this, observe the following equivalence of C-module categories:

FunZ(C)(ModZ(C)(L), C) ∼= ModC(L).

Indeed, both categories are equivalent to the category of (L− IC(1))-bimodules in
Z(C).

By Theorem 7.12.16, the category FunZ(C)(ModZ(C)(L), C) is an exact module
category over FunZ(C)(C, C). In particular, it is exact as a C-module category (since
FunZ(C)(C, C) ∼= C � Cop).

Note that the algebra L is indecomposable in Z(C) but L might be decompos-
able as an algebra in C, i.e., the category BimodC(L) is a multitensor category. It
has a decomposition

BimodC(L) =
⊕
i,j∈J

BimodC(L)ij ,

where J is a finite set and each BimodC(L)ii is a finite tensor category. Let

L =
⊕
i∈J

Li,

be the decomposition of L such that BimodC(Li) � BimodC(L)ii. Here Li, i ∈
J, are indecomposable algebras in C such that the multiplication of L is zero on
Li ⊗ Lj , i 	= j (e.g., if C = Rep(G) then L = Fun(G, k) with the adjoint action
of G and J is the set of conjugacy classes of G). Note that C-module categories
ModC(Li), i ∈ J are exact.

We would like to show that for each i ∈ J

(8.45) ModZ(C)(L) ∼= BimodC(Li).

In view of (8.44) this will mean that D is dual to C with respect to the C-module
category ModC(Li) for any i ∈ J .

Consider the following commutative diagram of tensor functors:

Z(C)

Z �→Z⊗L

��

Z �→Z⊗Li �� Z(BimodC(Li))

FBimodC(Li)

��

ModZ(C)(L)
FC ��

⊕
i∈J BimodC(Li) ⊂ BimodC(L)

πi �� BimodC(Li).

5Here and below we abuse notation and write L both for an object of Z(C) and for its forgetful
image in C.
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Here πi is a projection from BimodC(L) = ⊕ij BimodC(Li, Lj) to its (i, i) compo-
nent. We have πi(X⊗L) = X⊗Li for all X ∈ C. The top arrow is the equivalence
(7.52) and the forgetful functor Z(BimodC(Li))→ BimodC(Li) (the right down ar-
row) is surjective. Hence, the composition Fi := πiFC of the functors in the bottom
row is surjective. But Fi is a tensor functor between fusion categories of equal
Frobenius-Perron dimension (thanks to Theorem 7.16.6 and Corollary 7.16.7) and
hence it is an equivalence by Proposition 6.3.4. �

8.13. The S-matrix of a pre-modular category

From now on we assume that k is an algebraically closed field of characteristic 0.

Definition 8.13.1. A pre-modular category is a ribbon fusion category (equiv-
alently, a braided fusion category equipped with a spherical structure).

Let C be a pre-modular category with a spherical structure ψ. Let O(C) denote
the set of (isomorphism classes of) simple objects of C. For all X, Y, Z ∈ O(C) let
NZ

XY denote the multiplicity of Z in X ⊗ Y .
We will identify the corresponding twist θ ∈ Aut(idC) with a collection of scalars

θX ∈ k×, X ∈ O(C). Let Tr and d denote the trace and dimension corresponding
to ψ.

Definition 8.13.2. Let C be a pre-modular category. The S-matrix of C is
defined by

(8.46) S := (sXY )X,Y ∈O(C) where sXY = Tr(cY,XcX,Y ).

Remark 8.13.3. (i) The S-matrix of C is a symmetric n-by-n matrix
where n = |O(C)| is the number of simple objects of C. It satisfies sX∗Y ∗ =
sXY for all X,Y ∈ O(C). Also sX1 = s1X = dim(X).

(ii) The S-matrix of C depends on the choice of the isomorphism ψ : X
∼−→

X∗∗ (which is chosen to be a spherical structure in (8.46)). A canonical
alternative to this is to use u from (8.30) instead of ψ in (8.46). This
would result in replacing sXY by θ−1

X θ−1
Y sXY .

Definition 8.13.4. A pre-modular category C is said to be modular if its S-
matrix is non-degenerate.

Example 8.13.5. Let G be a finite abelian group. Let q : G → k× be a
quadratic form on G and let b : G×G→ k× be the associated symmetric bilinear
form. The S-matrix of the corresponding pointed pre-modular category C(G, q)
(see Section 8.4) is {b(g, h)}g,h∈G. Thus, C(G, q) is modular if and only if q is
non-degenerate.

Example 8.13.6. Let G be a finite group. Then Z(VecG) is a pre-modular
fusion category (we will see in Corollary 8.20.14 that it is, in fact, modular). Re-
call from Example 8.5.4 that simple objects of Z(VecG) are parametrized by pairs
(C, V ), where C is a conjugacy class in G and V is an irreducible representation of
the centralizer CG(a) of a ∈ G.
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The S-matrix and twist of Z(VecG) are given as follows:

s(C,V ), (C′,V ′) =
|G|

|CG(a)||CG(a′)|
∑

g∈G(a, a′)

TrV (ga
′g−1) TrV ′(g−1ag),

θ(C,V ) =
TrV (a)

dimk(V )
,

(8.47)

where a ∈ C, a′ ∈ C ′, and G(a, a′) = {g ∈ G | aga′g−1 = ga′g−1a}.

Exercise 8.13.7. Prove formulas (8.47).

Let C be a pre-modular category.

Proposition 8.13.8. We have

(8.48) sXY = θ−1
X θ−1

Y

∑
Z∈O(C)

NZ
XY θZ dim(Z).

for all X,Y ∈ O(C).

Proof. Apply Tr to both sides of formula (8.32). The right hand side is equal
to θXθY sXY while the left hand side is equal to

Tr(θX⊗Y ) =
∑

Z∈O(C)
NZ

XY Tr(θZ)

=
∑

Z∈O(C)
NZ

XY θZ dim(Z),

where we used additivity of Tr. �

Remark 8.13.9. Relation (8.48) between the twist and the S-matrix of a pre-
modular category generalizes relation (8.9) between the quadratic form and the
associated bilinear form. Indeed, for C = C(G, q) equation (8.48) reduces to (8.9).

Assume C is strict. For any morphism f : X ⊗ Y → X ⊗ Y we can define the
morphisms

idX ⊗Tr(f) : X
coevY−−−−→ X ⊗ Y ⊗ Y ∗ (idX ⊗ψY )(f⊗idY ∗ )−−−−−−−−−−−−→ X ⊗ Y ∗∗ ⊗ Y ∗ evY ∗−−−→ X,

Tr⊗ idY (f) : Y
coevX∗−−−−−→ X∗ ⊗X∗∗ ⊗ Y

(idX∗⊗f)(ψ−1
X ⊗idY )−−−−−−−−−−−−−→ X∗ ⊗X ⊗ Y

evX−−→ Y.

We thus can talk about “applying trace to factors of morphisms between tensor
products”. Note that Tr(Tr⊗ idY )(f) = Tr(idX ⊗Tr)(f) = Tr(f).

Proposition 8.13.10. The elements of the S-matrix satisfy the following rela-
tion:

(8.49) sXY sXZ = dim(X)
∑

W∈O(C)
NW

Y ZsXW , X, Y, Z ∈ O(C).

Proof. Consider the equality
(8.50)
(cY,X⊗idZ)◦(idY ⊗cZ,XcX,Z)◦(cX,Y⊗idZ) = cY ⊗Z,X◦cX,Y⊗Z , X, Y, Z ∈ O(C).
We will compute the trace of both sides of (8.50). Applying trace to the third
factor on the left hand side, we get dim(X)−1sXZcY,XcX,Y . Thus, the trace of the
left hand side of (8.50) is dim(X)−1sXY sXZ .
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We use additivity of trace to compute the trace of the right hand side of (8.50):

Tr(cY⊗Z,XcX,Y⊗Z) =
∑

W∈O(C)
NW

Y Z Tr(cW,X ◦ cX,W )

=
∑

W∈O(C)
NW

Y ZsXW ,

which immediately implies the result. �

Thus, we have the following proposition.

Proposition 8.13.11. (i) For any fixed X ∈ O(C) the map

(8.51) hX : Y 
→ sXY

dim(X)
, Y ∈ O(C)

defines a homomorphism K0(C) → k. That is, simple objects of C give rise to
characters of the Grothendieck ring K0(C).

(ii) The numbers sXY

dim(X) are algebraic integers.

Proof. Statement (i) follows from formula (8.49).
Statement (ii) follows since by (8.49) hX(Y ) for various X are eigenvalues of

the integer matrix NY = {NX
Y Z}). �

Note that in the case X = 1, this proposition says that the assignment Y 
→
dim(Y ) is a character of the Grothendieck ring K0(C), and its values are algebraic
integers. This is also clear directly from the definition of dim(Y ).

Remark 8.13.12. Formula (8.49) and its proof remain valid in the case when
the category C is a ribbon tensor category which is not necessarily finite or semisim-
ple. In this case, it is possible that dim(X) = 0; then formula (8.49) implies (by
taking Y = Z) that sXY = 0 for all Y . If dim(X) 	= 0, then Proposition 8.13.11(i)
holds for X with the same proof, and part (ii) holds for finite C.

In fact, in the nonsemisimple case this construction gives us more: the formula
Y 
→ (id⊗Tr)(cY,− ◦ c−,Y ) defines a homomorphism h : K0(C) → End(IdC) (Y 
→
h(Y )). The value hX(Y ) of h(Y ) on a simple object X satisfies dim(X)hX(Y ) =
sXY , including the case when both dim(X) and sXY are zero. If C is finite, then
hX(Y ) is an algebraic integer (as the value of a character of K0(C)).

Exercise 8.13.13. Let (H,R, v) be a ribbon Hopf algebra, and γ = uv−1 be
the corresponding grouplike element. For each Y ∈ Rep(H), let

CY = (id⊗TrY )(R
21R(1⊗ γ)).

(i) Show that CY is central, and the assignment Y 
→ CY is a homomorphism
K0(C)→ Z(H), where Z(H) is the center of H. (This map is called the Drinfeld-
Reshetikhin map, [Dr5, Res]). Show that CY |X = hX(Y ).

(ii) Calculate explicitly (in terms of the generators E,F,K) the Casimir element
CV ∈ Uq(sl2), where V = V1 is the 2-dimensional irreducible representation, and
explain how it degenerates into the usual Casimir element of sl2 when q → 1.
Calculate the value of CV on the irreducible N +1-dimensional representation VN .
Compute CVN

|VM
. Show that if q is not a root of unity then the center of Uq(sl2)

is the algebra of polynomials in CV , and express CVN
as a polynomial of CV .
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8.14. Modular categories

Recall that a pre-modular category C is modular if its S-matrix is
non-degenerate.

Lemma 8.14.1. Let A be a fusion ring with Z+-basis B, and let χ1, χ2 be distinct
characters A→ k. Then

(8.52)
∑
X∈B

χ1(X)χ2(X
∗) = 0.

Proof. Let z denote the left hand side. Set P :=
∑

X∈B χ1(X)X∗ ∈ A⊗Z k.
Clearly, P 	= 0. From equation (3.3) we see that that Y P = χ1(Y )P for all Y ∈ A.
Applying χ2 to this equation, we get χ2(Y )z = χ1(Y )z. Since χ1 	= χ2, we must
have z = 0. �

The categorical dimension of a fusion category C was defined in (7.71). When
C is pre-modular, we have

(8.53) dim(C) =
∑

X∈O(C)
dim(X)2,

where dim(x) is the dimension associated to the spherical structure of C.
Let E = {EXY }X,Y ∈O(C) be the square matrix such that EXY = 1 if X = Y ∗

and EXY = 0 otherwise.

Proposition 8.14.2. Let C be a modular category and S be its S-matrix. Then
S2 = dim(C)E. In other words, S−1 = {dim(C)−1sXY ∗}.

Proof. Since C is modular, the equality hY = hZ for Y, Z ∈ O(C) holds if and
only if Y = Z, where hY : K0(C)→ k are the characters defined in (8.51).

Suppose Y 	= Z. By Lemma 8.14.1, we have∑
X∈O(C)

sXY sXZ∗ =
∑

X∈O(C)
sXY sX∗Z =dim(Y ) · dim(Z)

∑
X∈O(C)

hY (X)hZ(X
∗)=0.

It remains to check that
∑

X∈O(C) sXY sXY ∗ = dim(C) for all Y ∈ O(C). We
compute ∑

X∈O(C)
sXY sXY ∗ =

∑
X∈O(C)

∑
W∈O(C)

dim(X)sXWNW
Y Y ∗

= dim(C)N1
Y Y ∗ = dim(C).

Here the first equality is (8.49). The second equality is a consequence of Lemma
8.14.1, since ∑

X∈O(C)
dim(X)sXW = dim(W )

∑
X∈O(C)

dim(X∗)hW (X),

and the latter expression is equal to dim(C) if W = 1 and 0 otherwise. �
Remark 8.14.3. Proposition 8.14.2 provides an alternative proof of Theo-

rem 7.21.12 (saying that dim(C) 	= 0) for modular categories.

Corollary 8.14.4. (Verlinde formula). Let C be a modular category. For
all objects Y, Z, W ∈ O(C) we have

(8.54)
∑

X∈O(C)

sXY sXZsXW∗

dim(X)
= dim(C)NW

YZ .
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Thus, the S-matrix determines the fusion rules of C (see Section 4.5).

Proof. This follows immediately from Proposition 8.14.2 and formula (8.49).
�

For any Z ∈ O(C) define the following square matrices:

DZ :=

(
δXY

sXZ

dim(X)

)
X,Y ∈O(C)

and NZ =
(
NZ

XY

)
X,Y ∈O(C) .

Corollary 8.14.5. Let C be a modular category with the S-matrix S. Then
DZ = S−1NZS for all Z ∈ O(C), i.e., conjugation by the S-matrix diagonalizes
the fusion rules of C.

Proposition 8.14.6. Let C be a modular category and let X ∈ O(C). Then
dim(C)
dim(X)2 is an algebraic integer.

Proof. We compute, using Proposition 8.14.2:

(8.55)
dim(C)
dim(X)2

=
∑

Y ∈O(C)

sXY

dim(X)

sXY ∗

dim(X)
=

∑
Y ∈O(C)

hY (X)hY ∗(X),

where hY , Y ∈ O(C), are characters of K0(C) defined in (8.51). Since hY (X) is an
eigenvalue of the integer matrix NX , it is an algebraic integer. Hence, the right
hand side of (8.55) is an algebraic integer. �

Next, we discuss Galois properties of the S-matrix of a modular fusion category
C over k = C. The following remarkable result due to de Boere, Goeree, Coste, and
Gannon states that the entries of the S-matrix of C lie in a cyclotomic field, see
[deBG, CosG].

Theorem 8.14.7. There exists a root of unity ξ ∈ k such that sXY ∈ Q(ξ).

Proof. By Proposition 8.13.11(i) and Corollary 8.14.5, any homomorphism
KO(C) → k is of the form Y 
→ sXY / dim(X) for some well defined X ∈ O(C).
Hence for any automorphism g of k one has g(sXY / dim(X)) = sg(X)Y / dim(g(X))
for a well defined action of g on O(C).

Applying the automorphism g to equation (8.55) we compute:

g

(
dim(C)
dim(X)2

)
= g

⎛⎝ ∑
Y ∈O(C)

sXY

dim(X)

sX∗Y

dim(X)

⎞⎠
=

∑
Y ∈O(C)

sg(X)Y

dim(g(X))

sg(X∗)Y

dim(g(X))

=
δg(X)∗,g(X∗) dim(C)

dim(g(X))2
.

It follows that g(X∗) = g(X)∗ and that g(dim(X)2

dim(C) ) = dim(g(X))2

dim(C) for all X ∈ O(C).
Hence,

g

(
s2XY

dim(C)

)
= g

((
sXY

dim(Y )

)2
dim(Y )2

dim(C)

)

=

(
sXg(Y )

dim(g(Y ))

)2
dim(g(Y ))2

dim(C) =
s2Xg(Y )

dim(C) .
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Let sXY := sXY /
√
dim(C), X, Y ∈ O(C), be the normalized entries of the S-

matrix. The extension of Q generated by all entries sXY , X, Y ∈ O(C) is contained
in the extension L/Q generated by sXY , X, Y ∈ O(C) (since s11 = 1/

√
dim(C)).

The above computation shows that g(sXY ) = ±sXg(Y ). Moreover the sign εg(X) =
±1 such that g(dim(X)) = εg(X) dim(g(X)) is well defined since dim(X) 	= 0, and

g(sXY ) = g

(
sXY

dim(Y )
dim(Y )

)
= εg(Y )sXg(Y ) = εg(X)sg(X)Y .

In particular, L/Q is finite and normal, that is, a Galois extension.
Now let f be another automorphism of k. We have

gf(sXY ) = g(εf (Y )sXf(Y )) = εg(X)εf (Y )sg(X)f(Y )

and
fg(sXY ) = h(εg(X)sg(X)Y ) = εf (Y )εg(X)sg(X)f(Y ) = gh(sXY ).

Thus, the Galois group of L/Q is abelian. Now the Kronecker-Weber theorem,
stating that any finite abelian extension of Q is contained in a cyclotomic field (see,
e.g., [Cas]) implies the result. �

8.15. Gauss sums and the central charge

The Gauss sums of a pre-metric group (G, q) are defined by the classical formula

(8.56) τ±(G, q) =
∑
a∈G

q(a)±1.

Clearly, if (G, q) is the orthogonal direct sum of (G1, q1) and (G2, q2) then

τ±(G, q) = τ±(G1, q1)τ
±(G2, q2).

Let C be a pre-modular category.

Definition 8.15.1. The Gauss sums of C are defined by

(8.57) τ±(C) =
∑

X∈O(C)
θ±1
X dim(X)2.

Example 8.15.2. Let C be the pointed pre-modular category C(G, q) from
Section 8.4. Then O(C) = G, dim(X) = 1 for all X ∈ O(C), and θX = q(X). So
τ±(C) equals the classical Gauss sum τ±(G, q) defined by (8.56).

Lemma 8.15.3. Let C be a pre-modular category. Then for any Y ∈ O(C) we
have:

(8.58)
∑

X∈O(C)
θX dim(X)sXY = dim(Y )θ−1

Y τ+(C).

Proof. Using formula (8.48) we compute∑
X∈O(C)

θX dim(X)sXY = θ−1
Y

∑
X∈O(C)

dim(X)
∑

Z∈O(C)
NZ

XY θZ dim(Z)

= θ−1
Y

∑
Z∈O(C)

⎛⎝ ∑
X∈O(C)

NX
ZY ∗ dim(X)

⎞⎠ θZ dim(Z)

= θ−1
Y dim(Y )

∑
Z∈O(C)

θZ dim(Z)2 = dim(Y )θ−1
Y τ+(C),

as required. �
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Below we summarize some basic properties of twists and Gauss sums.

Proposition 8.15.4. For a modular category C we have

(8.59) τ+(C)τ−(C) = dim(C).

Proof. Multiplying formula (8.58) in Lemma 8.15.3 by dim(Y ) and taking
the sum over Y ∈ O(C), we have:

τ+(C)τ−(C) =
∑

X∈O(C)

⎛⎝ ∑
Y ∈O(C)

sXY dim(Y )

⎞⎠ θX dim(X)

=
∑

Y ∈O(C)
dim(Y )2 = dim(C). �

By Theorem 7.21.12, dim(C) is a totally positive element of the subfield kalg ⊂
k of algebraic numbers. If we fix an embedding kalg ↪→ C, we can talk about the
multiplicative central charge

(8.60) ξ(C) = τ+(C)√
dim(C)

,

where
√
dim(C) is the positive square root. From Proposition 8.15.4 we see that in

a modular category one has ξ(C)2 = τ+(C)/τ−(C).
We have another version of Lemma 8.15.3.

Corollary 8.15.5. Let C be a modular category. Then for any Y ∈ O(C) we
have:

(8.61)
∑

X∈O(C)
θ−1
X dim(X)sXY = dim(Y )θY τ

−(C).

Proof. Multiply formula (8.58) by sY ∗Z , Z ∈ O(C) and take sum over Y ∈
O(C):

τ+(C)
∑

Y ∈O(C)
θ−1
Y dim(Y )sY ∗Z =

∑
X∈O(C)

θX dim(X)
∑

Y ∈O(C)
sXY sY ∗Z

= dim(C) θZ dim(Z),

where we used Proposition 8.14.2. So the result follows from (8.59). �

8.16. Representation of the modular group

The modular group is, by definition, the group Γ := SL2(Z) of 2 × 2 matrices
with integer entries and determinant 1. This group plays a very important role in
number theory. The quotient of Γ by its center

〈(−1 0
0 −1

)〉
is the group PSL2(Z)

of fractional linear transformations of the Riemann sphere Ĉ := C ∪ {∞}:(
a b
c d

)
(z) :=

az + b

cz + d
, z ∈ Ĉ,

where a, b, c, d are integers such that ad− bc = 1. It is known that Γ is generated
by two matrices

(8.62) s :=

(
0 −1
1 0

)
and t :=

(
1 1
0 1

)
.
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These matrices correspond to transformations z 
→ −1/z and z 
→ z + 1. The
modular group can be described abstractly in terms of generators and relations as

(8.63) Γ =
〈
s, t | (st)3 = s2, s4 = 1

〉
,

and Γ/{±1} =
〈
s, t | (st)3 = s2 = 1

〉
.

It turns out that a modular category gives rise to a projective representation of
Γ. This justifies the terminology. We explain this below. Let T = (TXY )X,Y ∈O(C)
be the diagonal matrix with entries TXY = δX,Y θ

−1
X .

Theorem 8.16.1. Let C be a modular category. We have (ST )3 = τ−(C)S2

and S4 = dim(C)2 id, where id is the identity matrix. Hence, the assignments

(8.64) s 
→ 1√
dim(C)

S and t 
→ T

define a projective representation of Γ.

Proof. We need to verify the relations from (8.63). By Proposition 8.14.2
we have the identity S4 = dim(C)2 id, which corresponds to the second relation of
(8.63). Let us prove the first relation. The XY -entry of the matrix T−1ST−1 is
θXθY sXY . Let us compute the XY -entry of the matrix STS using equality (8.49)
and Corollary 8.15.5:

(STS)XY =
∑

V ∈O(C)
sXV θ

−1
V sV Y

=
∑

W∈O(C)

⎛⎝ ∑
V ∈O(C)

θ−1
V dim(V )sVW

⎞⎠NW
XY

= τ−(C)
∑

W∈O(C)
dim(W )θWNW

XY

= τ−(C)θXθY sXY .

Hence, (ST )3 = τ−(C)S2, as required. �

Remark 8.16.2. The images of s and t under (8.64) satisfy the relations

s
4 = id,(8.65)

(st)3 = ξ(C)−1s2.(8.66)

It is clear that one can normalize t to make the above projective representation
linear. But this only complicates things in applications and so we prefer not to do
this.

Remark 8.16.3. A theorem of Ng and Schauenburg [NgS2] says that the rep-
resentation of the modular group constructed in Theorem 8.16.1 kills a congruence
subgroup, i.e., factors through SL2(Z/NZ) for some N which can be found explic-
itly. For modular categories coming from a rational conformal field theory, this
result appeared earlier in physics literature, see [Ban].

Remark 8.16.4. Theorem 8.16.1 is related to the fact that the modular group
is the mapping class group (MCG) of the torus, and generalizes to MCG of higher
genus surfaces (see [BakK]).
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8.17. Modular data

The notion of a modular datum is a “numerical” counterpart of the notion
of a modular tensor category, similarly to how the notion of a based ring is a
numerical counterpart of the notion of a fusion category. It comprises many of the
important preppies of modular categories (such as the Verlinde formula, SL2(Z)-
representation, etc.). This notion is important because modular categories are
usually classified according to their modular data. Here we give an introduction to
the basic theory of modular data. We loosely follow [Gann3] (see also [Lus4]).6

Let k be an algebraically closed field of characteristic zero.

Definition 8.17.1. A modular datum M over k is a finite set I with a dis-
tinguished element 0 ∈ I and functions S : I × I → k (called the S-matrix) and
T : I → k (called the twist function), satisfying the following conditions:

(1) S is symmetric, di := S0i 	= 0 ∀i ∈ I, and S00 = 1;

(2) The functions Xi : I → k defined by Xi(j) :=
Sij

S0j
span inside Fun(I, k) a

based ring RM (in which they are the distinguished basis);
(3) di = di∗ , where ∗ is the involution coming from (Z);
(4) If we regard S and T as linear operators on Fun(I, k) (by setting (Sf)(i) =∑

Sijf(j), (Tf)(i) = T (i)f(i)), then they define a projective representa-
tion of the modular group SL2(Z). That is, there exists τ ∈ k× such that
(ST )3 = τS2, and this operator commutes with T . Also, T (0) = 1.

The numbers di are called the quantum dimensions of M .

In the previous sections, we have proved the following proposition.

Proposition 8.17.2. If C is a modular tensor category, then its set of simple
objects I, the S-matrix S and the twist function T = θ−1 form a modular datum.

Definition 8.17.3. A categorification of a modular datum M is a categorifi-
cation C of the based ring RM in the sense of Definition 4.10.1 which is a modular
category with the S-matrix S and twists T−1

i , i ∈ I.

Theorem 8.17.4. Fix a modular datum.

(i) Let D =
∑

i d
2
i . Then D 	= 0, and one has S2 = DE, where Eij = δij∗

(ii) The numbers Sij/dj (in particular, di) and D/d2i are algebraic integers.

(iii) di are totally real and D − 1 is totally non-negative. The matrix S/
√
D

(well defined up to sign) is totally unitary.

Proof. (i) The proof is the same as the proof for modular categories given
in the previous sections. Namely, by (2), S is invertible. So we have δj =
S0j

∑
i(S

−1)jiXi. Thus, for j 	= m we have∑
i,r

(S−1)ji(S
−1)mrXiXr = 0.

6We note that our definition of a modular datum is slightly less restrictive than the definition
of a modular datum in [Gann3] (where positivity of dimensions is assumed), and the definition
of a fusion datum in [Lus4] (where there is an additional involution on the set of labels).
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In particular, applying τ to this equality and using the symmetry of S, we get∑
i

(S−1)ji(S
−1
i∗m) = 0.

Thus, S−1ES−1 is a diagonal matrix, hence so is SES.
Now, let Nm

ij be the structure constants of RM . Then by definition

SirSjr =
∑

Nm
ij SmrS0r.

So since Srj = Sjr and S0r = Sr0 = Sr∗0, we get

SirSrj =
∑

Nm
ij SmrSr∗0.

Summing this over r, and using that SES is diagonal, we get

(S2)ij = δij∗D.

(ii) By definition, Sij/dj is an eigenvalue of the integer matrix Ni of multipli-
cation by Xi in RM , thus it is an algebraic integer. Now,

D

d2i
=
∑
j

Sij

di

Sji∗

d∗i
,

so it is also an algebraic integer.
(iii) 2di = di+di∗ is an eigenvalue of the matrix Ni+Ni∗ , which is a symmetric

integer matrix. So di is totally real. Next, (Sij + Si∗j)/dj is also an eigenvalue of
Ni + Ni∗ , so it is also totally real and hence Si∗j is totally complex conjugate to
Sij . This together with (i) implies that under any complex embedding of Q(Sij),
SS† = D, where † is the Hermitian adjoint to S, as desired. �

8.18. The Anderson-Moore-Vafa property and Verlinde categories

8.18.1. The Anderson-Moore-Vafa property. Let C be a pre-modular
tensor category with simple objects Xi. Consider the space

Er
ijm = HomC(Xr, Xi ⊗Xj ⊗Xm).

Using the braiding, this space is identified with Er
jim. The hexagon relation for the

braiding implies that

det(c2ij,m|Er
ijm

) = det(c2jm|Er
ijm

) det(c2im|Er
jim

).

Recall that c2 acts on Hom(Xs, Xp ⊗ Xq) by the scalar Ts/TpTq. Therefore, the
last identity can be rewritten in the form∏

p

(TpTm/Tr)
Np

ijN
r
pm =

∏
p

(TiTm/Tp)
Np

imNr
jp

∏
p

(TjTm/Tp)
Np

jmNr
ip .

This implies the following result.

Theorem 8.18.1. (Anderson-Moore-Vafa) In a pre-modular category, one has

(TiTjTmTr)
Nr

ijm =
∏
p

T
Np

ijN
r
pm+Np

imNr
jp+Np

jmNr
ip

p ,

where Nr
ijm :=

∑
p N

p
ijN

r
pm.
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Corollary 8.18.2. ([AndeM, Vaf, E])

(i) In a pre-modular category, TN = 1 for some N dividing D5/2.

(ii) In a modular category, τ/
√
D is a root of unity of order dividing 4D5/2|I|

(where D := dim C).
Proof. (i) For notational convenience, let us write the operation in k× addi-

tively, and to avoid confusion denote the elements of this additive group correspond-
ing to Tj by tj (e.g., if k = C, we can realize k× as C/Z, and then tj = log(Tj)/2πi).

The Anderson-Moore-Vafa equation can be written as the following equation
in Z⊗Z k×:

Nr
ijm ⊗ (ti + tj + tm + tr) =

∑
p

(Np
ijN

r
pm +Np

imNr
jp +Np

jmNr
ip)⊗ tp.

Let R be the ring of integers of the number field generated by di. Multiplying the
last equation by dr, and taking the sum over r, we get the following equation in
R⊗Z k×:

didjdm⊗(ti+tj+tm)+
∑
r

drN
r
ijm⊗tr =

∑
p

(Np
ijdmdp+Np

imdjdp+Np
jmdidp)⊗tp.

Let us now multiply this equation by di and sum over i. Then we get∑
i

d2i djdm⊗ti+Ddjdm⊗(tj+tm)+
∑
r

djdmd2r⊗tr =
∑
p

(2djdmd2p+DNp
jmdp)⊗tp.

After cancellations we get

Ddjdm ⊗ (tj + tm) = D
∑
p

Np
jmdp ⊗ tp.

Now multiply this by dj and sum over j. We get

D2dm ⊗ tm +
∑
j

Ddmd2j ⊗ tj = Ddm
∑
p

d2p ⊗ tp.

After cancellation we get
D2dm ⊗ tm = 0,

and using that d2m divides D, we find that Tm is a root of unity of order dividing
D5/2.

(ii) The second statement is deduced from the first one by taking the determi-
nant of the equation (ST )3 = τS2 and using that det(S)4 = D2|I|. �

Corollary 8.18.3. The central charge ξ(C) of a modular category C is a root
of unity.

Proof. The equality s4 = id implies that det(s) is a 4th root of unity. Since
det(t) = ΠX∈O(C) θ

−1
X , it follows from Corollary 8.18.2(ii) that det(t) is a root of

unity. Taking the determinant of both sides of (8.66), we see that ξ(C) must be a
root of unity. �

Example 8.18.4. As an example consider the Ising category, with simple ob-
jects X0 = 1, X1 = χ and X2 = X, where χ ⊗ χ = 1, χ ⊗X = X ⊗ χ = X, and
X ⊗X = 1⊕ χ. Then we have

S =

⎛⎝ 1 1
√
2

1 1 −
√
2√

2 −
√
2 0

⎞⎠ .
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In this case, it is easy to check that we must put T1 = −1, but the axioms of a
modular datum do not impose any conditions on θ = T−1

2 . On the other hand,
the Anderson-Moore-Vafa identity for i = j = m = r = 2 gives θ8 = −1, i.e., θ
must be a primitive 16-th root of unity. Thus the Anderson-Moore-Vafa identity
does not follow from the axioms of a modular datum. On the other hand, if θ8 =
−1, the corresponding modular datum is categorifiable. (There are eight non-
degenerate braided categories with such a fusion ring, and sixteen modular ones,
parametrized by choices of

√
2 and by θ; namely, each braided category has two

modular structures, differing by the sign of θ).

8.18.2. Verlinde categories.

Example 8.18.5. (Verlinde modular categories)
Let g be a simple complex Lie algebra. For simplicity let us assume that it is

simply laced (so (α, α) = 2 for roots). Let h be the Coxeter number of g, let αmax

be the maximal root of g, and let ρ be half the sum of positive roots of g.
Let l > h be a positive integer, and let q ∈ C be such that the order of q2 is l.
Andersen and Paradowski [AndeP] associated to the pair (g, q) a remarkable

modular category C(g, q), referred to as the Verlinde modular category, which is
some “semisimple part” of the representation category of the associated Lusztig
quantum group UL

q (g), more precisely the quotient of the subcategory of tilting
modules by the subcategory of negligible modules. This construction is rather
complicated, see e.g., [BakK] for a more detailed summary. The simple objects
of C(g, q) are Vλ, where λ are dominant weights for g such that (λ + ρ, αmax) < l
(e.g., C(sl2, eπi/8) has 7 simple objects). The central charge of C(g, q) equals e2πic/8,
where c = (l−h) dim(g)

l .
An important result of M. Finkelberg [Fi2] asserts that the Verlinde modular

category C(g, q) and the category of integrable modules of level k := l − h over
the corresponding affine Lie algebra ĝ are equivalent as modular categories when
q = eπi/l.

Let us discuss in a bit more detail the case of g = sl2 (without proofs). In
this case, h = 2. Let k = l − 2, and call the corresponding category Ck(q). So we
have simple objects V0 = 1, ..., Vk, and the fusion ring is the truncated Verlinde
ring defined in Example 4.10.6. For instance, C0(q) = Vec, C1(q) = VecωZ/2Z (where

ω is the nontrivial 3-cocycle), C2(q) is one of the Ising model categories considered
above, etc.

The simple objects of Ck(q) are the irreducible representations of the Lusztig
quantum group uq(sl2) (i.e., simple comodules for the quantum function algebra
Oq(SL2)) with highest weights 0, ..., k. The tensor product is the truncation of the
usual product defined by

Vi ⊗usual Vj = Vi ⊗ Vj ⊕Nij

(and thus Vi ⊗ Vj = Vi ⊗usual Vj/Nij), where Nij is a certain “negligible” part
of Vi ⊗usual Vj , consisting of the direct summands which have the property that
the quantum trace of any endomorphism is zero (where the quantum trace of a
morphism f : V → V is defined as usually for quantum SL2, namely Trq(f) =
Tr(fK); so in particular, for the quantum dimensions of Vi, we have dimVi =
TrVi

(K) = [i+1]q). For example, V1⊗usual Vk = Vk−1⊕ Vk+1, but Vk+1 (called the
Steinberg module) is an irreducible module of dimension [k+2]q = [l]q = 0, so it is
negligible in the above sense and hence V1⊗Vk = Vk−1. It can be checked that this
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truncation procedure is compatible with the associativity morphisms and braiding,
and gives rise to a modular tensor category (as mentioned above, the twists Ck(q)
are given by θm = q−m(m+2)/2, for some choice of q1/2).

Exercise 8.18.6. (i) Let Dk be the pointed subcategory of Ck(q), with simple
objects 1 = V0 and X = Vk (recall that Vk ⊗ Vk = 1). Show that the braiding
cX,X is given by the scalar ik (for one of the choices of q1/2). Deduce that Dk is
equivalent to Rep(Z/2Z) as a fusion category if and only if k is even, and that if
k is odd then the associativity is defined by a nontrivial 3-cocycle on Z/2Z. Show
that Dk is symmetric if and only if k is even, and is equivalent to Rep(Z/2Z) if k is
divisible by 4, and to the category sVec of super-vector spaces if k ≡ 2 mod 4.

(ii) Compute the S-matrix of Ck(q) (Hint: you may ignore the truncation, as
the trace of c2 on the negligible part by its definition is zero). Check that the
resulting representation of SL2(Z) factors through SL2(Z/NZ) for some N . What
is N? (The representation you will get is called the Weil representation).

Exercise 8.18.7. Show that the objects V0 and V2 of C3(q) (where q is a
primitive 10th root of 1) span a fusion category that categorifies the Yang-Lee
fusion ring with basis 1, X and X2 = X +1. We will denote this category Y L+ for
q = exp(πi/5) and Y L− for q = exp(2πi/5).

Exercise 8.18.8. Show that Ck(q) is equivalent to Ck(q′) as a fusion category
if and only if q′ = q±1.

Hint: Let φ : V1 → V ∗
1 be an isomorphism, where V1 ∈ Ck(q) is the two-

dimensional representation. Show that TrL(φ ◦ (φ∗)−1) equals to −q − q−1.

Exercise 8.18.9. Let C be a spherical tensor category with spherical structure
aX : X → X∗∗. A morphism f : X → Y in C is called negligible if for any morphism
g : Y → X one has TrL(aX ◦ g ◦ f) = 0.

(i) Show that if X,Y are indecomposable, and f : X → Y is not an isomor-
phism, then f is negligible.

Hint: Take g : Y → X and show that g ◦f is not an isomorphism. Deduce that
g ◦ f is nilpotent and conclude that TrL(aX ◦ g ◦ f) = 0.

(ii) Show that the composition of a negligible morphism with any morphism is
negligible, and the tensor product of a negligible morphism with any morphism is
negligible.

(iii) Use (ii) to conclude that the category C with the same objects as C, and
HomC(X,Y ) := Hom(X,Y )/Homnegligible(X,Y ) (where Homnegligible(X,Y ) is the
subspace of negligible morphisms) is a semisimple spherical tensor category, whose
simple objects are the indecomposables of C of nonzero dimension. Show that if C
is braided or symmetric, so is C. Show that C is a fusion category if C has finitely
many indecomposables. Deduce that if C = Repk(G), where G is a finite group,
and chark = p > 0, then C is a symmetric fusion category if the p-Sylow subgroup
of G is cyclic.

Hint: For the last question, use the result of [Hi] that k[G] has finite represen-
tation type if and only if the p-Sylow subgroup of G is cyclic.

(iv) Let C be the category of modules over the Hopf algebra k[x], where chark =
0, and Δ(x) = x⊗1+1⊗x. Show that C is equivalent to the category Rep(SL2(k))
as a symmetric tensor category.

(v) Let chark = p > 0, and C be the symmetric category Repk(Z/p) (so it has
p indecomposables of vector space dimensions 1, ..., p). Show that C is a symmetric
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fusion category with p− 1 simple objects, which categories the Verlinde fusion ring
Verp−2 in characteristic p, see Example 4.10.6. 7

(vi) Do part (v) in the case C = Repk[x]/(xp), where x is primitive. Does the
resulting category C have the same Grothendieck ring as in (v)?

(vii) Let chark = 0, and H be the Taft Hopf algebra of dimension n2 (Example
5.5.6), and C = Rep(H). Classify indecomposable objects in C, and show that C
is a fusion category that categorifies the fusion ring Z[Z/n] ⊗Vern−2. Explain the
relation of C to the Verlinde categories Ck(q) from Example 8.18.5.

(viii) Let C be a nonsemisimple tensor category and Cstab be the stable category
of C, which by definition is the additive monoidal category that has the same objects
as C, and HomCstab

(X,Y ) = Hom(X,Y )/I(X,Y ), where I(X,Y ) is the space of
morphisms that factor through a projective object. Show that the natural functor
F : C → C factors through Cstab.

Hint: Use the method of the proof of Theorem 6.6.1.
(ix) Show that the functor F from (viii) is an additive monoidal functor (bilinear

on morphisms). Is F exact on any side?

Remark 8.18.10. The construction of the category C is discussed in [BarW]
and more recently in [AAITV].

8.19. A non-spherical generalization of the S-matrix

Let C be a braided (but not necessarily spherical) fusion category. Let us fix
some notation. Given an object X ∈ C, a natural (but not necessarily tensor)
isomorphism ψX : X −→ X∗∗, and a morphism f : X → X, we define

(8.67) Tr+(f) := TrL(ψX ◦ f) and Tr−(f) := TrR(f ◦ ψ−1
X ),

where the traces TrL and TrR were defined in (4.8) and (4.9). We also set

(8.68) d±(X) := Tr±(idX).

The numbers Tr±(f) and d±(X), X ∈ O(C) depend on ψ. Namely, replacing ψ
by ψ ◦ α, where α = {αX}X∈O(C) is an automorphism of the identity functor of C
changes d±(X) to α±1

X d±(X).

Definition 8.19.1. Define the matrix S̃ = (s̃XY )X,Y ∈O(C) by

(8.69) s̃XY :=
(Tr−⊗Tr+)(cY,X ◦ cX,Y )

d−(X)d+(Y )
.

Note that if one replaces ψ by ψ ◦ α as above then both the numerator and
the denominator of (8.69) are multiplied by α−1

X αY , so that s̃XY does not change.

Thus, the matrix S̃ is an invariant of a braided fusion category C and does not
depend on the choice of ψ (unlike the S-matrix of a pre-modular category, cf.
Remark 8.13.3(ii)).

Definition 8.19.2. A braided fusion category C is said to be non-degenerate
if the corresponding matrix S̃ is non-degenerate.

7This is the simplest one of the categories discussed in Remark 9.9.34 below (namely, the
one associated to SL2).
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For a pre-modular category C we have

s̃XY =
sXY

dim(X) dim(Y )
,

i.e., the S̃-matrix can be thought of as a normalized S-matrix. Note that S and S̃
have the same rank.

Remark 8.19.3. Clearly, a pre-modular category is modular if and only if it is
non-degenerate in the sense of Definition 8.19.2.

We will need the following “non-spherical” analog of the Verlinde formula (8.49).

Let C be a braided fusion category. Pick a natural isomorphism ψX : X
∼−→

X∗∗, X ∈ O(C). For all Y, Z, W ∈ O(C) consider the linear automorphism

tWYZ : Hom(W, Y ⊗ Z)→ Hom(W, Y ⊗ Z), f 
→ ψ−1
Y ⊗Z(ψY ⊗ ψZ)f.

The automorphisms tWY Z measure the failure of ψ to be an isomorphism of tensor
functors. Let TW

Y Z denote the trace of tWYZ .

Remark 8.19.4. One can show that for a certain choice of the isomorphisms
ψX one has TW

Y Z ∈ Z (we will not need this fact in the sequel). When ψ is a
spherical structure (i.e., an isomorphism of tensor functors) we have TW

Y Z = NW
Y Z ,

where NW
Y Z denotes the multiplicity of W in Y ⊗ Z.

The numbers TW
Y Z depend on the choice of ψ. Namely, if one replaces ψ by

ψ◦α, where α = {αX}X∈O(C) is an automorphism of the identity functor of C, then
TW
YZ gets multiplied by αY αZ

αW
. Therefore the numbers

(8.70) ÑW
Y Z :=

d+(W )

d+(Y )d+(Z)
TW
Y Z , Y, Z, W ∈ O(C),

do not depend on the choice of ψ. Note that ÑW
Y Z = 0 when NW

Y Z = 0.

Lemma 8.19.5. For all X, Y, Z ∈ O(C) we have

(8.71) s̃XY s̃XZ =
∑

W∈O(C)
ÑW

Y Z s̃XW .

Proof. Consider the equality
(8.72)
(cY,X ⊗ idZ) ◦ (idY ⊗cZ,X ◦ cX,Z) ◦ (cX,Y ⊗ idZ) = cY ⊗Z,X ◦ cX,Y⊗Z , X ∈ O(C).

Let us apply Tr+(Tr−⊗ idY ⊗Tr+) to both sides of (8.72). The left hand side

gives d−(X)d+(Y )d+(Z)s̃XY s̃XZ . For W ∈ O(C) let π
(W )
Y⊗Z be the idempotent

endomorphism of Y ⊗ Z corresponding to the projection on the maximal multiple
of W contained in Y ⊗ Z. Then the right hand side of (8.72) gives

d−(X)
∑

W∈O(C)
Tr+(idY ⊗Tr+)(π

(W )
Y⊗Z)s̃XW = d−(X)

∑
W∈O(C)

d+(W )TW
Y,Z s̃XW .

Comparing the results, we obtain (8.71). �
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8.20. Centralizers and non-degeneracy

Definition 8.20.1. Objects X and Y of a braided monoidal category C are
said to centralize each other if

(8.73) cY,X ◦ cX,Y = idX⊗Y .

Exercise 8.20.2. Let A,B be commutative algebras in a braided category C
which centralize each other. Show that A⊗B is a commutative algebra.

Let C be a fusion category. The centralizer D′ of a fusion subcategory D ⊂ C
is defined to be the full subcategory of objects of C that centralize each object of
D. It is easy to see that D′ is a fusion subcategory. Clearly, D is symmetric (see
Definition 8.1.12) if and only if D ⊂ D′.

Note that if X, Y ∈ O(C) centralize each other then s̃XY = 1 (the S̃-matrix of
C is introduced in Definition 8.19.1). Proposition 8.20.5 below provides a charac-
terization of the centralizer of a fusion subcategory of a braided fusion category in
terms of its S̃-matrix.

Lemma 8.20.3 below was proved by Altschüler and Bruguières in [AlB] under
the assumption that ψ is an isomorphism of tensor functors, i.e., a pivotal structure.
Our proof is a slight modification of that in [AlB]. Let O(C) denote the set of simple
objects of C.

Recall that for any object X and morphism f : X → X we defined the traces
Tr±(f) and dimensions d±(X) in (8.67) and (8.68) (depending on a choice of an

isomorphism ψX : X
∼−→ X∗∗).

Lemma 8.20.3. Let C be a fusion category (not necessarily pivotal) and let

D ⊂ C be a fusion subcategory. Let V be a fixed object of C and let βU : U ⊗ V
∼−→

U ⊗ V, U ∈ D be a natural family of isomorphisms. Define

(8.74) HU :=
∑

Y ∈O(D)

d+(Y )(Tr−⊗ idU⊗V )βY⊗U .

Then HU = idU ⊗H1.

Proof. For any object Y in D and any X ∈ O(D) let π
(X)
Y : Y → Y be the

idempotent endomorphism of Y corresponding to the projection on the maximal
multiple of X in Y . Define auxiliary morphisms AY

X , BY
X : U ⊗ V → U ⊗ V by

AY
X := (idU ⊗evX ⊗ idV )(π

(Y ∗)
U⊗X∗ ⊗ βX)(idU ⊗coev′X ⊗ idV ),

BY
X := (evY ⊗ idU⊗V )(idY ∗ ⊗βY⊗U (π

(X)
Y⊗U ⊗ idV ))(coev

′
Y ⊗ idU⊗V ).

To prove the Lemma it suffices to check the identity

(8.75) d+(X)AY
X = d+(Y )BY

X , X, Y ∈ O(D),

since then the result follows by taking the sum of both sides of (8.75) over X,Y ∈
O(D).

If X,Z are objects in C then there is a non-degenerate pairing

(8.76) Hom(X, Z)× Hom(Z, X) : (f, g) 
→ Tr+(fg).

For any basis {fi}i∈I of Hom(X, Z) let {f i}i∈I be the basis of Hom(Z, X) dual to
{fi}i∈I with respect to the pairing (8.76). In the case when X is simple, we have
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the following straightforward identities:

f ifj = d+(X)−1δij idX , π
(X)
Z = d+(X)

∑
i∈I

fif
i.

Let us take Z = Y ⊗ U above. Using the naturality of β, we obtain

βY ⊗U (π
(X)
Y⊗U ⊗ idV ) = d+(X)

∑
i∈I

βY ⊗U (fif
i ⊗ idV )

= d+(X)
∑
i∈I

(fi ⊗ idV )βX(f i ⊗ idV ).

For every i ∈ I consider morphisms

gi := (evY ⊗ idU⊗X∗)(idY ∗ ⊗fi ⊗ idX∗)(idY ∗ ⊗coevX) : Y ∗ → U ⊗X∗,

gi := (idY ∗ ⊗ev′X)(idY ∗ ⊗f i ⊗ idX∗)(coev′Y ⊗ idU⊗X∗) : U ⊗X∗ → Y ∗.

Using the axioms of evaluation and coevaluation, we obtain

(idU ⊗evX)(gi ⊗ idX) = (evY ⊗ idU )(idY ∗ ⊗fi),
(gi ⊗ idX)(idU ⊗coev′X) = (idY ∗ ⊗f i)(coev′Y ⊗ idU ).

Using the definitions of Tr± and the properties of the evaluation and coevaluation
maps, one computes

Tr−(g
igj) =

d−(Y
∗)

d+(Y )
Tr+(f

ifj) =
d−(Y

∗)

d+(Y )
δij .

Hence, gigj = d+(Y )−1δij idY ∗ and, therefore,
∑

i∈I gig
i = d+(Y )−1π

(Y ∗)
U⊗X∗ . Using

the previously obtained identities, we compute

BY
X = d+(X)(evY ⊗ idU⊗V )(idY ⊗

∑
i∈I

(fi ⊗ idV )βX(f i ⊗ idV ))(coev
′
Y ⊗ idU⊗V )

= d+(X)(idU ⊗evX ⊗ idV )(
∑
i∈I

gig
i ⊗ βX)(idU ⊗coev′X ⊗ idV )

= d+(X)(idU ⊗evX ⊗ idV )(dim(Y )−1π
(Y ∗)
U⊗X∗ ⊗ βX)(idU ⊗coev′X ⊗ idV )

= d+(X)d+(Y )−1AY
X ,

and the result follows. �
Remark 8.20.4. Lemma 8.20.3 can be thought of as a categorical analog of

the Haar theorem. Indeed, for C = VecG, where G is a finite group, it says that the
counting measure is invariant under translations.

Let C be a braided fusion category with braiding c. Let S̃ = {s̃XY }X,Y ∈O(C) be

the S̃-matrix of C, see Definition 8.19.1. Let D ⊂ C be a fusion subcategory. The
next Proposition was proved by D. Altschüler and A. Bruguières in [AlB] for pre-
modular categories (see [Mu3] for the proof in the special case of pseudo-unitary
braided fusion categories).

Proposition 8.20.5. Let C be a braided fusion category, let V be a simple object
in C, and let D ⊂ C be a fusion subcategory. We have the following dichotomy:

(i) V ∈ O(D′) if and only if s̃Y V = 1 for all Y ∈ O(D),
(ii) V 	∈ O(D′) if and only if

∑
Y ∈O(D) |Y |2s̃Y V = 0 and if and only if∑

Y ∈O(D) s̃V Y |Y |2 = 0.
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Proof. Note that conditions in the statement of the Proposition are indepen-
dent from the choice of a natural isomorphism ψX : X

∼−→ X∗∗.
Fix V ∈ O(C) and set βU = cV,U cU,V in Lemma 8.20.3. Then

HU =
∑

Y ∈O(D)

d+(Y )(Tr−⊗ idU⊗V )(cV,Y⊗UcY⊗U,V )

=
∑

Y ∈O(D)

d+(Y )(Tr−⊗ idU⊗V )(idY ⊗cV,U )(cV,Y ◦ cY,V ⊗ idU )(idY ⊗cU,V )

= (idU ⊗H1)cV,U ◦ cU,V .

We have H1 =
∑

Y ∈O(D) d+(Y )(Tr−⊗ idV )(cV,Y ◦ cY,V ) : V → V . Applying Tr+,

we obtain H1 =
∑

Y ∈O(D) |Y |2s̃Y V idV . Combining this with Lemma 8.20.3, we

obtain

(8.77)

⎛⎝ ∑
Y ∈O(D)

|Y |2s̃Y V

⎞⎠ (cV,U ◦ cU,V − idU⊗V ) = 0, for all U ∈ O(D).

Note that, when s̃Y V = 1 for all Y ∈ O(D), the first factor in (8.77) equals
dim(D) 	= 0 and hence, cV,U ◦ cU,V = idU⊗V for all U ∈ O(D), which proves (i). If
the second factor is not zero for some U ∈ O(D) then the first factor must vanish,
and the first part of (ii) follows. The second part of (ii) is proved similarly. �

Example 8.20.6. Let (G, q) be a pre-metric group and H ⊂ G a subgroup. If
C is a pointed braided category corresponding to a pre-metric group (G, q) and D
corresponds to a subgroup H ⊂ G then D′ corresponds to H⊥.

Now we will formulate the main properties of centralizers. In the case of pointed
braided categories (see Example 8.20.6) Theorems 8.20.7, 8.21.1, and 8.21.4 below
amount to standard properties of orthogonal complements.

For a fusion subcategory D of a braided fusion category C, let us consider the
following submatrix of the S̃-matrix of C:
(8.78) S̃D := {s̃XY }X∈O(D),Y ∈O(C).

Note that S̃ = S̃C .
Let C be a braided fusion category and let D ⊂ C be a fusion subcategory. Since

C is a D′-module category, it decomposes into a direct sum of indecomposable D′-
module subcategories, called D′-module components of C, see Proposition 7.6.7 and
Definition 7.6.8.

Theorem 8.20.7. The rank of S̃D is equal to the number of D′-module compo-
nents of C. In particular, C is non-degenerate if and only if C′ = Vec.

Proof. Given a fusion subcategory D ⊂ C let us define an inner product of
functions f, g : O(D)→ k by

(8.79) (f, g)D :=
∑

X∈O(D)

|X|2f(X)g(X∗).

For any Y ∈ O(C) define hY : O(D)→ k by hY (X) = s̃XY .
The idea of the proof is to show that functions hY and hZ are equal if and only

if Y, Z belong to the same component and are orthogonal with respect to the inner
product (8.79) if and only if they belong to different D′-module components of C,
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see Lemmas 8.20.8 and 8.20.9 below. This will imply that distinct columns of S̃D
are linearly independent and are parametrized by D′-components of C.

Lemma 8.20.8. Let D ⊂ C be a fusion subcategory. Suppose Y, Z ∈ O(C) are
in the same D′-module component of C. Then

hY = hZ .

Proof. Let us choose W in D′ so that Y is contained in Z ⊗W . Let p
(Y )
Z⊗W :

Z ⊗W → Y be a projection from Z ⊗W onto Y and let i
(Y )
Z⊗W : Y → Z ⊗W be

an inclusion of Y into Z ⊗W such that p
(Y )
Z⊗W i

(Y )
Z⊗W = idY . For any X ∈ O(D) we

compute

s̃XY = d−(X)−1d+(Y )−1(Tr−⊗Tr+)(cY,X ◦ cX,Y )

= d−(X)−1d+(Y )−1(Tr−⊗Tr+)((idX ⊗p(Y )
Z⊗W )(cZ⊗W,X ◦ cX,Z⊗W )(idX ⊗ i

(Y )
Z⊗W ))

= d−(X)−1d+(Y )−1(Tr−⊗Tr+)((idX ⊗p(Y )
Z⊗W )(cZ,X ◦ cX,Z ⊗ idW )(idX ⊗ i

(Y )
Z⊗W ))

= d−(X)−1d+(Y )−1
(
d−(Z)−1(Tr−⊗Tr+)(cZ,X ◦ cX,Z)

)
Tr+(idY )

= s̃XZ ,

as required. �
Lemma 8.20.9. For Y, Z ∈ O(C) we have (hY , hZ)D = 0 if and only if Y and

Z are in different D′-module components of C.
Proof. Fix Y ∈ O(C). If Z ∈ O(C) is such that Y and Z are in different

D′-components of C, then
(hY , hZ)D =

∑
X∈O(D)

|X|2s̃XY s̃XZ∗

=
∑

W∈O(C)
ÑW

Y Z∗

⎛⎝ ∑
X∈O(D)

|X|2s̃XW

⎞⎠
= dim(C)

∑
W∈O(D′)

ÑW
Y Z∗ = 0,

where we used Lemma 8.19.5 and Proposition 8.20.5(ii).
Assume there is Z0 in theD′-module component of Y such that (hY , hZ0

)D = 0.
Then by Lemma 8.20.8 we have (hY , hZ)D = 0 for any simple Z from the D′-
component of Y . Thus we have seen that for any Z ∈ O(C)∑

X∈O(D)

|X|2s̃XY s̃XZ∗ = (hY , hZ)D = 0.

Multiplying the last equation by |Z|2, taking the sum over Z ∈ O(C), and using
Proposition 8.20.5, we obtain

0 =
∑

X∈O(D)

|X|2s̃XY

⎛⎝ ∑
Z∈O(C)

s̃XZ |Z|2
⎞⎠

= dim(C)
∑

X∈O(D∩C′)

|X|2s̃XY

= dim(C) dim(D ∩ C′),
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which is a contradiction, since the categorical dimension of a fusion category is
nonzero by Theorem 7.21.12. �

Let us complete the proof of Theorem 8.20.7. It follows from Lemma 8.20.9
that the functions hY , where Y runs through the set of simple objects representing
different D′-module components of C, form an orthogonal basis of the vector space
generated by the columns of S̃D. �

Corollary 8.20.10. Let C be a braided fusion category. A fusion subcategory
D ⊂ C is a non-degenerate braided category if and only if D ∩ D′ = Vec. �

Corollary 8.20.11. Let D be a fusion subcategory of a non-degenerate braided
fusion category C. Then the number of D′-components of C is equal to |O(D)|.

Proof. Since C is non-degenerate, the rows of S̃D must be linearly indepen-
dent. �

Now we collect various conditions equivalent to the non-degeneracy of a braided
fusion category. Recall from Definition 8.6.2 that a braided tensor category is
factorizable if the braided tensor functor G : C � Crev → Z(C) defined in (8.18) is
an equivalence.

Proposition 8.20.12. The following conditions are equivalent for a braided
fusion category C:

(i) C is non-degenerate (see Definition 8.19.2);
(ii) C′ = Vec;
(iii) C is factorizable.

Proof. The equivalence (i)⇔(ii) is already proved in Theorem 8.20.7. So we
just need to prove the equivalence (ii)⇔(iii). By Theorem 7.16.6 we have

FPdim(Z(C)) = FPdim(C)2 = FPdim(C � Crev).
Hence, it suffices to prove that C′ = Vec if and only if G is fully faithful. The latter
condition holds if and only if the images of C and Crev in Z(C) intersect trivially.
But their intersection is precisely C′. �

We shall prove later in Theorem 9.3.2 that the center of a fusion category is a
fusion category. Given this result, we can deduce the following.

Corollary 8.20.13. Let C be a fusion category. Then its center Z(C) is non-
degenerate.

Proof. Combine Propositions 8.6.3 and 8.20.12. �

Corollary 8.20.14. The center of a spherical fusion category is modular.

Example 8.20.15. Let H be a complex semisimple Hopf algebra. It is known
that the Drinfeld doubleD(H) ofH (see Section 8.3) is also semisimple (see Proposi-
tion 7.18.15). Therefore, Rep(D(H)) is a modular category (e.g., Rep(D(G)), where
G is a finite group, is a modular category).

In conclusion of this section, let us prove a result about non-degenerate braided
categories in an arbitrary characteristic.
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Proposition 8.20.16. Let C be a non-degenerate braided fusion category over
an algebraically closed field k of any characteristic. Then dim(C) 	= 0. Moreover,
in this case we have ∑

X

|X|2s̃XY s̃X∗Z = dim(C)δY Z ,

where the sum is over the simple objects of X, and in particular (for Z = 1)∑
X

|X|2s̃XY = dim(C)δY 1

Proof. Let D = C. Since C is non-degenerate, D′ = Vec. Then, arguing as in
the beginning of the proof of Lemma 8.20.9, we see that∑

X

|X|2s̃XY s̃X∗Z = dim(C)δY Z

(as Ñ1
Y Z∗ = δY Z). Since the matrix (s̃XY ) is non-degenerate, this implies that

dim(C) 	= 0. The proposition is proved. �
Now we can derive the converse to the Larson-Radford theorem (Corollary

7.18.10).

Corollary 8.20.17. Let H be a semisimple and cosemisimple Hopf algebra
over an algebraically closed field k of any characteristic. Then TrH(S2) 	= 0.

Proof. Consider the Drinfeld double D(H) of H. Clearly, TrD(H)(S
2) =

TrH(S2)TrH∗op(S2), so it suffices to show that TrD(H)(S
2) 	= 0.

By Proposition 7.18.15, D(H) is semisimple, so the category C = Rep(D(H)) is
a fusion category. This category is braided, since it is the Drinfeld center of Rep(H).
Also, it is clearly non-degenerate, since the square of the braiding is defined by the
element R21R ∈ D(H) ⊗ D(H), which is a non-degenerate tensor (i.e., defines a
non-degenerate bilinear form onD(H)∗); this follows from the fact that R ∈ H⊗H∗

is the canonical element.
According to Example 7.21.4, TrD(H)(S

2) is the categorical dimension dim(C)
of the category C = Rep(D(H)). So it suffices to show that dim(C) 	= 0. But this
follows from Proposition 8.20.16. �

Remark 8.20.18. In fact, Larson and Radford show that TrH(S2) = ε(I)λ(1),
where λ is a left integral of H∗ and I is a left or right integral of H∗, such that
λ(I) = 1 (see Exercise 7.10.10 for a proof). This gives another proof of the fact
that TrH(S2) 	= 0 if and only if H is semisimple and cosemisimple.

8.21. Dimensions of centralizers

Theorem 8.21.1. Let C be a braided fusion category and let B, D ⊂ C be fusion
subcategories.

(i) We have

(8.80) dim(B ∩ D′) dim(D) = dim(D ∩ B′) dim(B),
in particular,

(8.81) dim(D) dim(D′) = dim(C) dim(D ∩ C′).
(ii) If D ⊃ C′ then

(8.82) D′′ = D.
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Proof. We use Proposition 8.20.5 to compute

∑
X∈O(D)

∑
Z∈O(B)

|X|2s̃XZ |Z|2 =
∑

X∈O(D)

|X|2
⎛⎝ ∑

Z∈O(B)

s̃XZ |Z|2
⎞⎠

= dim(B)
∑

X∈O(B′∩D)

|X|2

= dim(B) dim(B′ ∩ D).
Changing the order of summation in the above computation, we see that the same
expression also equals dim(D) dim(B∩D′), proving (8.80). Taking B = C, we obtain
(8.81). Finally, when D ⊃ C′, we have

dim(D) dim(D′) = dim(C) dim(C′) = dim(D′) dim(D′′),

whence dim(D) = dim(D′′) and D = D′′, proving (8.82). �

For a pair of fusion subcategories A, B ⊂ C let A∨B denote the smallest fusion
subcategory of C containing A and B.

Corollary 8.21.2. If D ⊂ C is any fusion subcategory then D′′ = D ∨ C′.

Proof. Let D̃ = D ∨ C′. Then D′ = D̃′, so D′′ = D̃′′ = D̃ by Theorem
8.21.1(ii). �

Corollary 8.21.3. Let C be a braided fusion category and let A, B ⊂ C be
fusion subcategories. Then

(8.83) dim(A) dim(B) = dim(A ∨ B) dim(A∩ B).

Proof. We can assume that C is non-degenerate, for otherwise we replace C
by Z(C) which is non-degenerate by Corollary 8.20.13. Using equation (8.81) twice
and equation (8.80) with D = A′, we have

dim(A∨ B) = dim(C)
dim(A′ ∩ B′) =

dim(C) dim(B)
dim(A′) dim(A ∩ B) =

dim(A) dim(B)
dim(A ∩ B) .

Note that the categorical dimensions are nonzero by Theorem 7.21.12. �

The following result is an easy consequence of Theorems 8.20.7 and 8.21.1(ii).

Theorem 8.21.4. Let C be a braided fusion category and K ⊂ C a fusion
subcategory. Suppose that the braided category K is non-degenerate. Then

(i) the natural braided tensor functor K �K′ → C is an equivalence;
(ii) K′ is non-degenerate if and only if C is.

Proof. By Theorem 8.20.7, since K is non-degenerate, K∩K′ = Vec. Let D be
the fusion subcategory of C generated by K and K′. The tensor functor K�K′ → D
defined by X � Y 
→ X ⊗ Y is a braided equivalence.

By Corollary 8.21.2, K′′ is the smallest subcategory of C containing K and C′.
Therefore, K′′ � K�C′ ⊂ K�K′ � D and K′′∩K′ = C′. In view of Theorem 8.20.7
this proves (ii). Applying Theorem 8.21.1(ii) to D, we have D = D′′ = (K′′∩K′)′ =
C′′ = C, proving (i). �

The next theorem is a modification of equation (8.81) of Theorem 8.21.1(i) with
categorical dimensions replaced by Frobenius-Perron ones.
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Theorem 8.21.5. Let C be a braided fusion category and let D ⊂ C be a fusion
subcategory. Then

(8.84) FPdim(D) FPdim(D′) = FPdim(C) FPdim(D ∩ C′).

Proof. We start with the following result. Let C be a fusion category and let
A,B ⊂ C be fusion subcategories. Suppose that

(8.85) X ⊗ Y � Y ⊗X for all X ∈ O(A), Y ∈ O(B).
Property (8.85) implies that the simple objects of A∨B are the simple summands
of X ⊗ Y with X ∈ O(A) and Y ∈ O(B).

Lemma 8.21.6. Let C, A, B be as above. Then

(8.86) FPdim(A) FPdim(B) = FPdim(A ∨ B) FPdim(A ∩ B).

Proof. Recall from Definition 3.3.8 that the regular element of K0(C)⊗Z R is

RC =
∑

X∈O(C)
FPdim(X)X.

It is defined up to a scalar multiple by the property that Y ⊗ RC = FPdim(Y )RC
for all Y ∈ O(C).

One can see that

(8.87) RA ⊗RB = aRA∨B,

for some positive a. Indeed, take V = ⊕X∈O(A),Y ∈O(B)X ⊗ Y . Then the multipli-
cation matrix of V in K0(A∨B) has strictly positive entries and both sides of (8.87)
are Frobenius-Perron eigenvectors of V . Hence, they differ by a positive scalar.

The scalar a equals the multiplicity of the unit object 1 in RA ⊗ RB, which
is the same as the multiplicity of 1 in

∑
Z∈O(A∩B) FPdim(Z)2Z ⊗ Z∗. Hence,

a = FPdim(A∩B). Taking the Frobenius-Perron dimensions of both sides of (8.87),
we get the result. �

Now we will prove Theorem 8.21.5. For any fusion category C and any fu-
sion subcategory D ⊂ C let ZD(C) be the fusion category whose objects are pairs
(X, cX,−), where X is an object of C and cX,− is a natural family of isomorphisms
cX,V : X ⊗ V � V ⊗ X for all objects V in D satisfying the same compatibility
conditions as in the definition of the center of C (so, in particular, ZC(C) = Z(C)).
Note that ZD(C) is dual to the fusion category D � Cop with respect to its mod-
ule category C, where D and Cop act on C via the left and right multiplication,
respectively. So we have

(8.88) FPdim(ZD(C)) = FPdim(D � Cop) = FPdim(D) FPdim(C).
Also, the forgetful tensor functor F : Z(C)→ ZD(C) is surjective.

Now assume that C is a non-degenerate braided fusion category with braiding
c. There are two embeddings X 
→ (X, cX,−) and X 
→ (X, c−1

−,X) of C into ZD(C).
Their images will be denoted by C+ and C−. Clearly C+ ∩ C− = D′. On the other
hand, C+ = FG(C�1) and C− = FG(1�C), where G : C�Cop ∼= Z(C) is the functor
from Proposition 8.20.12. Since F is surjective, we see that C+ ∨ C− = ZD(C). So
applying Lemma 8.21.6 to A = C+ and B = C− we obtain

FPdim(ZD(C)) FPdim(D′) = FPdim(C+) FPdim(C−) = FPdim(C)2.
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By (8.88), this means that

(8.89) FPdim(D) FPdim(D′) = FPdim(C).
Now let C be any (possibly degenerate) braided fusion category. Let D	, C	

denote the centralizers of D, C in the non-degenerate braided fusion category Z(C).
Then the usual centralizer of D in C is D′ = D	 ∩ C and D ∩ C	 = D ∩ C′.

We can compute FPdim(D∨C	) in two different ways. First, by Lemma 8.21.6,

(8.90) FPdim(D ∨ C	) = FPdim(D) FPdim(C	)
FPdim(D ∩ C	) =

FPdim(D) FPdim(C)
FPdim(D ∩ C′) ,

(we have used the equality FPdim(C	) = FPdim(C), which follows from (8.89)).
Second, by (8.89) we have

(8.91) FPdim(D ∨ C	) = FPdim(Z(C))
FPdim(D	 ∩ C) =

FPdim(C)2
FPdim(D′)

Comparing (8.90) and (8.91) we get Theorem 8.21.5. �
Corollary 8.21.7. Let C be a non-degenerate braided fusion category and let

D ⊂ C be a fusion subcategory. Then

(8.92) FPdim(D) FPdim(D′) = FPdim(C).

8.22. Projective centralizers

As before, let C be a braided fusion category.

Lemma 8.22.1. Let X ∈ C. For each λ ∈ k× let Dλ be the full subcategory of
objects Y such that cY,XcX,Y = λ · idX⊗Y .

(i) If Y ∈ Dλ and Z ∈ Dμ then Y ⊗ Z ∈ Dλμ;
(ii) If Y ∈ Dλ then Y ∗ ∈ Dλ−1 ;
(iii) The category

(8.93) D =
⊕
λ∈k×

Dλ

is a fusion subcategory of C.
Proof. Statement (i) is immediate from the hexagon axiom for the braiding.

To prove statement (ii), observe that if Y ∗ ∈ Dλ (i.e., cY ∗,X = λc−1
X,Y ∗) then by

(8.28)-(8.29), c−1
Y,X = λcX,Y , i.e., Y ∈ Dλ−1 . Finally, (iii) follows from (i) and (ii)

combined. �
Remark 8.22.2. According to (i), the decomposition (8.93) is a grading of D.
Definition 8.22.3. We say that simple objects X,Y ∈ C projectively centralize

each other if cY,X ◦ cX,Y = λ · idX⊗Y for some λ ∈ k×. If X and Y are arbitrary
objects of C we say that they projectively centralize each other if every simple
component of X projectively centralizes every simple component of Y . We say that
full subcategories C1, C2 ⊂ C projectively centralize each other if each object of C1
projectively centralizes each object of C2.

Definition 8.22.4. The projective centralizer of an object X ∈ C is the full
subcategory of objects of C projectively centralizing X. The projective centralizer
of a full subcategory D ⊂ C is the full subcategory of objects of C projectively
centralizing each object of D.
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Lemma 8.22.1 implies that the projective centralizer of an object of C (or of a
full subcategory D ⊂ C) is a fusion subcategory.

Proposition 8.22.5. For any simple objects X,Y ∈ C the following conditions
are equivalent:

(i) X centralizes Y ⊗ Y ∗;
(ii) X ⊗X∗ centralizes Y ;
(iii) X and Y projectively centralize each other.

Proof. It suffices to show that (i) and (iii) are equivalent. The implication
(iii)⇒(i) follows from Lemma 8.22.1(i-ii).

To deduce (iii) from (i) note that (i) is equivalent to the identity

c−1
Y,X ◦ c

−1
X,Y ⊗ idY ∗ = idY ⊗ cY ∗,X ◦ cX,Y ∗ .

Applying trace to the last factor we see that cY,X ◦ cX,Y must be a scalar multiple
of idX⊗Y . �

Now we apply the above results to compute the centralizer of the adjoint sub-
category introduced in Section 4.14. Recall that if K is a fusion subcategory of a
braided category C then Kad is the fusion subcategory of K generated by the objects
X ⊗X∗, where X runs through the set of simple objects of K.

The next proposition describes (Kad)
′. Recall that the commutator Kco was

introduced in Definition 4.14.10.

Proposition 8.22.6. Let K be a fusion subcategory of a braided fusion category
C. Then (Kad)

′ = (K′)co. In fact, both (Kad)
′ and (K′)co are equal to the projective

centralizer of K.

Proof. By definition, the simple objects of (Kad)
′ are those X ∈ O(C) which

centralize Y ⊗ Y ∗ for any Y ∈ O(K). Similarly, the simple objects of (K′)co are
those X ∈ O(C) for which X ⊗X∗ centralizes any Y ∈ O(K). Now use Proposition
8.22.5. �

Corollary 8.22.7. Let K be a fusion subcategory of a braided fusion category
C. Then (K′)ad ⊂ (Kco)′. If C is non-degenerate then (K′)ad = (Kco)′.

Proof. By Proposition 8.22.6, ((K′)ad)
′ = (K′′)co ⊃ Kco, so (K′)ad ⊂ (Kco)′.

If C is non-degenerate then C′ = Vec, so by Theorem 8.21.1(ii), D′′ = D for any
fusion subcategory D ⊂ C. Therefore in the non-degenerate case Proposition 8.22.6
immediately implies the equality (K′)ad = (Kco)′. �

For any fusion category C let Cpt ⊂ C be the maximal pointed subcategory of
C, i.e., the fusion subcategory generated by the invertible objects of C.

Corollary 8.22.8. If C is a non-degenerate braided fusion category then

(8.94) (Cad)′ = Cpt ⊂ C and (Cpt)′ = Cad.

Proof. Apply Proposition 8.22.6 in the case K = C. Since C is non-degenerate
C′ = Vec, so we get (Cad)′ = (Vec)co. Finally, (Vec)co = Cpt (this is immediate from
Definition 4.14.10). The second statement follows immediately from the first one
by Theorem 8.21.1(ii). �

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



8.23. DE-EQUIVARIANTIZATION 249

Here is a more explicit version of Corollary 8.22.8. An invertible object X of
a braided fusion category C defines an automorphism α(X) of the identity functor
given by the composition

(8.95) Y
idY ⊗coevX−−−−−−−→ Y ⊗X ⊗X∗ cX,Y ◦cY,X⊗idX∗−−−−−−−−−−−→ Y ⊗X ⊗X∗ idY ⊗coev−1

X−−−−−−−−→ Y.

Lemma 8.22.9. Let X be an invertible object of a braided fusion category C.
(i) α(X) is a tensor automorphism of the identity functor;
(ii) the map α : O(Cpt)→ Aut⊗(idC) is a homomorphism of groups;
(iii) for a non-degenerate category C the homomorphism α is isomorphism.

Proof. (i) and (ii) are straightforward. For (iii) note that X ∈ O(Cpt) is in
the kernel of α if and only if X ∈ C′. Thus under assumptions of (iii) α is injective.
Recall that by Proposition 4.14.3 (iii), we have Aut⊗(idC) = Hom(UC , k

×) where
UC is the universal grading group. It is clear that for a braided category C the group
UC is commutative and hence UC = Hom(Aut⊗(idC), k

×). The homomorphism α∨ :
UC = Hom(Aut⊗(idC), k

×) → Hom(O(Cpt), k×) dual to α is surjective and hence
defines a faithful grading of C by the group Hom(O(Cpt), k×), see Proposition 4.14.3.
It is clear from the definitions that the trivial component of this grading is precisely
(Cpt)′. By Lemma 8.22.8 we have (Cpt)′ = Cad and by Corollary 3.6.6 Cad is the
trivial component of the universal grading. Hence α∨ and α are isomorphisms, and
the lemma is proved. �

Proposition 4.14.3 provides a canonical isomorphism Aut⊗(idC) = Hom(UC , k
×),

where UC is the group of the universal grading. So we can consider the homomor-
phism α : O(Cpt)→ Aut⊗(idC) as a pairing

(8.96) 〈 , 〉 : O(Cpt)× UC → k×.

Now Lemma 8.22.9(iii) says that for a non-degenerate braided fusion category C
this pairing is perfect.

8.23. De-equivariantization

The goal of this section is to describe the construction opposite to the equiv-
ariantization.

Let C be a fusion category. Recall from Section 4.15 that given an action of a
finite group G on C, one constructs a fusion category CG of G-equivariant objects
in C (see Definition 2.7.2). Furthermore, there is a canonical fully faithful tensor
functor

(8.97) Rep(G) = VecG ↪→ CG.

Proposition 8.23.1. There is a canonical braided tensor functor

(8.98) F : Rep(G)→ Z(CG)
such that

(i) embedding (8.97) is canonically isomorphic to the composition of (8.98)
and the forgetful functor Z(CG)→ CG,

(ii) the composition of embedding (8.97) with the forgetful functor CG → C
maps Rep(G) to Vec and has a canonical structure of a braided tensor
functor.
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Proof. We can interpret embedding (8.97) as follows. For every representa-
tion ρ : G 
→ GL(V ) the object V ⊗ 1 has a natural G-equivariant structure given
by

ug : Tg(V ⊗ 1) = V ⊗ 1
ρ(g)⊗id1−−−−−→ V ⊗ 1,

where g 
→ Tg, g ∈ G, denotes the action of G on C. The unit constraint of C equips
V ⊗ 1 with a canonical structure of a central equivariant object, i.e., (8.97) lifts
to a braided tensor functor Rep(G) → Z(CG). This proves (i). To prove (ii), note
that the forgetful functor Z(CG) → CG preserves the unit constraint and, hence,
restricts to a braided tensor functor Rep(G)→ Vec. �

Remark 8.23.2. We will see in Theorem 9.9.26(ii) that the braided tensor
functor Rep(G)→ Vec constructed in the proof of Proposition 8.23.1 is isomorphic
to the forgetful functor.

Theorem 8.23.3. Let D be a fusion category and let G be a finite group. Sup-
pose there is a braided tensor functor Rep(G) → Z(D) such that its composition
with the forgetful functor Z(D)→ D is fully faithful. Then there is a fusion category
C and an action of G on C such that D ∼= CG.

Proof. Let A be the image of algebra Fun(G, k) ∈ Rep(G) in D. Let C :=
ModD(A) be the category of right A-modules in D. It is a fusion category thanks to
the full faithfulness condition. Given a right A-module (N, p), where p : N⊗A→ N
is the module structure, we can view it as a left A-module via

A⊗N
γN−−→ N ⊗A

p−→ N,

where γX : X⊗A
∼−→ A⊗X denotes the central structure of A. Furthermore, com-

mutativity of A implies that N is an A-bimodule, see Definition 7.8.25. Hence, the
tensor product of right A-modules is again a right A-module, cf. Definition 7.8.21
and Exercise 7.8.27. Thus, C is a fusion category (see Remark 8.23.5 below) with
tensor product ⊗A. The free module functor

(8.99) D → C : X 
→ X ⊗ A

is a surjective tensor functor. Furthermore, the action of G on Fun(G, k) by right
translations induces the action g 
→ Tg of G on C.

We define a tensor functor D → CG by assigning to X ∈ D the free module
X⊗A with the G-equivariant structure coming from the action of G on A. The full
faithfulness condition implies that this functor is injective. Since the Frobenius-
Perron dimensions of D and CG are equal (cf. Exercise 6.1.10(ii)) the result follows
from Corollary 6.3.5. �

Definition 8.23.4. The category C constructed in Theorem 8.23.3 is called
the de-equivariantization of D and denoted DG.

Remark 8.23.5. The term de-equivariantization in Definition 8.23.4 is justified
by the fact that the assignments C → CG and D 
→ DG are mutual inverses. These
assignments can be understood as 2-equivalences between certain 2-categories, see
[DrGNO2, Section 4.2]. In particular, since C is a fusion category if and only if

CG is a fusion category and the functor Rep(G) = VecG → CG is fully faithful, we
see that a de-equivariantization of a fusion category is a fusion category.

Next we briefly discuss equivariantization and de-equivariantization for braided
fusion categories.
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Definition 8.23.6. Let C be a braided fusion category. We will say that an
action g 
→ Tg, g ∈ G, of G on C is braided if each Tg is a braided autoequivalence
of C.

Let C be a braided fusion category with a braided action of G. The braiding of C
extends to CG, making the latter a braided fusion category such that the forgetful
functor CG → C is braided. Note that the image of the canonical embedding
Rep(G) ↪→ CG belongs to (CG)′.

Conversely, let us show that the de-equivariantization of a braided fusion cate-
gory D by a subcategory Rep(G) ⊂ D′ is braided.

We start with an example.

Example 8.23.7. Let (G, q) be a pre-metric group, see Section 8.4. Let H be
a subgroup of G such that q|H = 1 and H ⊂ G⊥. Then there is a well-defined
quadratic form q̃ on the quotient group G/H:

q̃(x+H) := q(x), x ∈ G.

Thus, one can take the quotient of a pre-metric group G by an isotropic subgroup
contained in G⊥.

Here is a categorical construction analogous to Example 8.23.7.

Proposition 8.23.8. Let D be a braided fusion category with braiding c and
let G be a finite group. Suppose there is a fully faithful braided tensor functor
Rep(G) → D′. Then DG is a braided fusion category with braiding c̃ : M ⊗A N →
N ⊗A M such that the diagram

(8.100) M ⊗N
cM,N

��

��

N ⊗M

��

M ⊗A N
c̃M,N

�� N ⊗A M

commutes. Furthermore, the forgetful tensor functor D → DG is braided.

Proof. We use the proof given by Pareigis in [Pa]. Let A = Fun(G, k) ∈
Rep(G) and let M, N be right A-modules with action maps ρM : M ⊗ A → M ,
ρN : N ⊗A→ N . We claim that the diagram

(8.101) M ⊗A⊗N
ρM⊗idN ��

idM ⊗ρN◦cN,A

��

idM ⊗cA,N

��

M ⊗N ��

cM,N

��

M ⊗A N

M ⊗N ⊗A

cM,N⊗A

��

N ⊗A⊗M
idN ⊗ρM◦cA,M

��

ρN⊗idM

�� N ⊗M �� N ⊗A M

is commutative. That is, both squares in (8.101) commute. The lower square
(i.e., the one containing the lower horizontal arrows) commutes since braiding is a
natural isomorphism. The upper square in (8.101) is precisely the perimeter of the
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following diagram:

(8.102) M ⊗N ⊗A
cM,N⊗A

�����
����

����
����

�

M ⊗A⊗N

idM ⊗cA,N

������������������ cM⊗A,N
��

ρM⊗idN
��

N ⊗M ⊗A
idN ⊗cM,A

��

idN ⊗ρM

��

N ⊗A⊗M

idN ⊗cA,M

��

M ⊗N
cM,N

�� N ⊗M N ⊗M ⊗A.
idN ⊗ρM��

In diagram (8.102) the triangle on top commutes by the hexagon axiom (8.1), the
left square commutes by naturality of braiding, and the right square commutes
since A ∈ D′. Hence, the upper square in (8.101) commutes. Hence, there is a

canonical isomorphism of difference cokernels c̃M,N : M ⊗A N
∼−→ N ⊗A M . It is

clear that this isomorphism provides DG with a braiding such that the statement
of the Proposition follows. �

Exercise 8.23.9. Let (G, q) be a pre-metric group. Prove that there exists a

finite abelian group G̃ with surjective homomorphism G̃→ G such that the pullback
of q to G̃ is of the form B(g, g) for some bicharacter B : G̃× G̃→ k×.

Example 8.23.10. Let D be a pointed braided fusion category with associated
pre-metric group (G, q) (see Section 8.4). Assume that H ⊂ G is as in Example
8.23.7. Then the full subcategory of D generated by simple objects with isomor-
phism classes in H is contained in D′. Moreover, this subcategory is equivalent to
Rep(H∗) where H∗ is the dual group of H, see Theorem 9.9.22. Thus Proposition
8.23.8 applies. Observe that the category DH∗ is pointed with associated metric
group (G/H, q̃). Note that this observation together with Exercises 8.23.9, 8.4.4
and 8.4.5 provides a proof of the surjectivity statement in Theorem 8.4.9.

We use the de-equivariantization construction to analyze centers of graded fu-
sion categories.

Proposition 8.23.11. Let G be a finite group and let

C =
⊕
g∈G

Cg

be a fusion category faithfully graded by G. Then Z(C) contains a Tannakian sub-
category E = Rep(G) such that the de-equivariantization of E ′ by E in Z(C) is
equivalent to Z(C1) as a braided fusion category.

Proof. We construct a subcategory E ⊂ Z(C) as follows. For any representa-
tion π : G → GL(V ) of G consider an object Yπ in Z(C) where Yπ = V ⊗ 1 as an
object of C with the permutation isomorphism

(8.103) cYπ,X := π(g)⊗ idX : Yπ ⊗X ∼= X ⊗ Yπ, when X ∈ Cg,

where we identified Yπ⊗X and X⊗Yπ with V ⊗X. Let E be the fusion subcategory
of Z(C) consisting of the objects Yπ, where π runs through all finite dimensional
representations of G. Clearly, E is equivalent to Rep(G) with its standard braiding.
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By construction, the forgetful functor maps E to Vec and E ′ consists of all
objects in Z(C) whose forgetful image is in C1. Consider the surjective braided
functor H : E ′ → Z(C1) obtained by restricting the braiding of X ∈ E ′ from C
to C1. This functor H can be factored through the de-equivariantization functor
E ′ → (E ′)G. Hence, there is a surjective tensor functor H̃ : (E ′)G → Z(C1).

Using Theorems 7.16.6 and 8.21.5, we conclude that categories (E ′)G and Z(C1)
both have Frobenius-Perron dimension FPdim(C1)2. By Proposition 6.3.4, H̃ is a
braided equivalence. �

Corollary 8.23.12. In the notation of Proposition 8.23.11 we have

dim(Z(C)) = |G|2 dim(Z(C1)).

Proof. Let E = Rep(G) be the canonical Tannakian subcategory of Z(C).
Then dim(E) = |G|. Using Corollary 8.20.13 and Theorem 8.21.1 we obtain

dim(E ′) = dim(Z(C))
dim(E) =

dim(Z(C))
|G| .

Next, by Proposition 7.21.15

dim((E ′)G) =
dim(E ′)
|G| =

dim(Z(C))
|G|2 .

The result follows since (E ′)G ∼= Z(C1) by Proposition 8.23.11. �

Corollary 8.23.13. Let G be a finite group acting on a fusion category C.
Then

dim(Z(CG)) = |G|2 dim(Z(C)).

Proof. We saw in Example 7.12.25 that CG is categorically Morita equivalent
to the graded fusion category C � G whose trivial component is C. Therefore by
Corollary 7.16.2, Z(CG) ∼= Z(C�G), and the claim follows from Corollary 8.23.12.

�

8.24. Braided G-crossed categories

Let G be a finite group. Kirillov Jr. [Kir1] and Müger [Mu5] found a descrip-
tion of all braided fusion categories D containing Rep(G). Namely, they showed
that the datum of a braided fusion category D containing Rep(G) is equivalent to
the datum of a braided G-crossed category C, see Theorem 8.24.3.

Definition 8.24.1. A braided G-crossed fusion category is a fusion category C
equipped with the following structures:

(i) a (not necessarily faithful) grading C =
⊕

g∈G Cg,
(ii) an action g 
→ Tg of G on C such that Tg(Ch) ⊂ Cghg−1 ,
(iii) a natural collection of isomorphisms, called the G-braiding:

(8.104) cX,Y : X ⊗ Y � Tg(Y )⊗X, X ∈ Cg, g ∈ G and Y ∈ C.

Let γg,h : TgTh
∼−→ Tgh denote the tensor structure of the functor g 
→ Tg and let

μg denote the tensor structure of Tg.
The above structures are required to satisfy the following compatibility condi-

tions:

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



254 8. BRAIDED CATEGORIES

(a) the diagram
(8.105)

Tg(X)⊗ Tg(Y )
cTg(X),Tg(Y )

�� Tghg−1(Tg(Y ))⊗ Tg(X)

(γghg−1,g)Y ⊗idTg(X)

��

Tg(X ⊗ Y )

(μg)
−1
X,Y

��

Tg(cX,Y )

��

Tgh(Y )⊗ Tg(X)

Tg(Th(Y )⊗X)
(μg)

−1
Tg(Y ),X

�� Tg(Th(Y ))⊗ Tg(X),

(γg,h)Y ⊗idTg(X)

��

commutes for all g, h ∈ G and objects X ∈ Ch, Y ∈ C,
(b) the diagram

(8.106) (X ⊗ Y )⊗ Z

αX,Y,Z

		���
����

����
��� cX,Y ⊗idZ

����
����

����
����

X ⊗ (Y ⊗ Z)

cX,Y ⊗Z

��

(Tg(Y )⊗X)⊗ Z

αTg(Y ),X,Z

��

Tg(Y ⊗ Z)⊗X

(μg)
−1
Y,Z⊗idX

��

Tg(Y )⊗ (X ⊗ Z)

idTg(Y ) ⊗cX,Z

��

(Tg(Y )⊗ Tg(Z))⊗X
αTg(Y ),Tg(Z),X

�� Tg(Y )⊗ (Tg(Z)⊗X)

commutes for all g ∈ G and objects X ∈ Cg, Y, Z ∈ C, and
(c) the diagram

(8.107)

X ⊗ (Y ⊗ Z)

idX ⊗cY,Z

����
����

����
����

(X ⊗ Y )⊗ Z

αX,Y,Z



��������������
X ⊗ (Th(Z)⊗ Y )

α−1
X,Th(Z),Y

��

Tgh(Z)⊗ (X ⊗ Y )

c−1
X⊗Y,Z

��

(X ⊗ Th(Z))⊗ Y

cX,Th(Z)⊗idY

��

TgTh(Z)⊗ (X ⊗ Y )

(γg,h)Z⊗idX⊗Y

��

α−1
TgTh(Z),X,Y

�� (TgTh(Z)⊗X)⊗ Y.

commutes for all g, h ∈ G and objects X ∈ Cg, Y ∈ Ch, Z ∈ C.

Remark 8.24.2. The trivial component C1 of a braided G-crossed fusion cate-
gory C is a braided fusion category with the action ofG by braided autoequivalences.
This can be seen by taking X, Y ∈ C1 in diagrams (8.105) – (8.107).
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Theorem 8.24.3 ([Kir1, Mu5]). The equivariantization and de-equivarianti-
zation constructions establish a bijection between the set of equivalence classes of
braided G-crossed fusion categories and the set of equivalence classes of braided
fusion categories containing Rep(G) as a symmetric fusion subcategory.

We shall now sketch the proof of this theorem. An alternative approach is given
in [DrGNO1].

Suppose C is a braided G-crossed fusion category. We define a braiding c̃ on
its equivariantization CG as follows.

Let (X, {ug}g∈G) and (Y, {vg}g∈G) be objects in CG. Let X = ⊕g∈G Xg be a
decomposition of X with respect to the grading of C. Define an isomorphism
(8.108)

c̃X,Y : X⊗Y =
⊕
g∈G

Xg⊗Y
⊕ cXg,Y−−−−−→

⊕
g∈G

Tg(Y )⊗Xg

⊕ vg⊗idXg−−−−−−−→
⊕
g∈G

Y⊗Xg = Y⊗X.

It follows from condition (a) of Definition 8.24.1 that c̃X,Y respects the equivariant
structures, i.e., it is an isomorphism in CG. Its naturality is clear. The fact that c̃
is a braiding on CG (i.e., the hexagon axioms) follows from the commutativity of
diagrams (8.106) and (8.107). It is easy to check that c̃ restricts to the standard

braiding on Rep(G) = VecG ⊂ CG. Hence, CG contains a Tannakian subcategory
Rep(G).

Conversely, let C be a braided fusion category with braiding c containing a
Tannakian subcategory Rep(G). The restriction of the de-equivariantization functor
F from (8.99) to Rep(G) is isomorphic to the fiber functor Rep(G) → Vec. Hence
for any object X in CG and any object V in Rep(G) we have an automorphism of
F (V )⊗X defined as the composition

(8.109) F (V )⊗X
∼−→ X ⊗ F (V )

∼−→ F (V )⊗X,

where the first isomorphism comes from the fact that F (V ) ∈ Vec and the second
one is a consequence of de-equivariantization being a central functor.

When X is simple, we have an isomorphism AutC(F (V )⊗X) ∼= AutVec(F (V )),
hence we obtain a tensor automorphism iX of F |Rep(G). Since Aut⊗(F |Rep(G)) ∼= G,
we have an assignment X 
→ iX ∈ G. The hexagon axiom of the braiding implies
that this assignment is multiplicative, i.e., that iZ = iX iY for any simple object Z
contained in X ⊗ Y . Thus, it defines a G-grading on C:

(8.110) C =
⊕
g∈G

Cg, where O(Cg) = {X ∈ O(C) | iX = g}.

It is straightforward to check that iTg(X) = ghg−1 whenever iX = h.
Finally, to construct a G-crossed braiding on C, observe that C and Crev are

embedded into the crossed product category C � G = (CG)∗C as subcategories Cleft
and Cright consisting, respectively, of functors of left and right multiplications by
objects of C. Clearly, there is a natural family of isomorphisms

(8.111) X ⊗ Y
∼−→ Y ⊗X, X ∈ Cleft, Y ∈ Cright,

satisfying obvious compatibility conditions. Note that Cleft is identified with the
diagonal subcategory of C � G spanned by objects X � g, X ∈ Cg, g ∈ G, and
Cright is identified with the trivial component subcategory C � e. Using (4.22), we
conclude that isomorphisms (8.111) give rise to a G-crossed braiding on C.
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One can check that the two above constructions (from braided fusion categories
containing Rep(G) to braided G-crossed categories and vice versa) are inverses of
each other, see [Kir1, Mu5, DrGNO2] for details.

Remark 8.24.4. Let C = ⊕g∈G Cg be a braided G-crossed fusion category. It
was shown in [DrGNO1] that the braided category CG is non-degenerate if and
only if C1 is non-degenerate and the G-grading of C is faithful.

8.25. Braided Hopf algebras, Nichols algebras, pointed Hopf algebras

8.25.1. Braided bialgebras and Hopf algebras. Let C be a braided ten-
sor category, and B be an algebra in C. Then, as we have seen above (see Exer-
cise 8.8.2(iv)), B ⊗ B is also an algebra in C. Therefore, it makes sense to talk
about B being a bialgebra or a Hopf algebra in C (namely, the usual definition
makes sense). Moreover, if B is a bialgebra (respectively, Hopf algebra) in C then
the category B −mod of B-modules in C is a tensor category (again, the usual
definition of the tensor product makes sense).

In particular, if (H,R) is a quasitriangular Hopf algebra, then a bialgebra
(respectively, Hopf algebra) B in the category Rep(H) is called an (H,R)-braided
bialgebra (respectively, braided Hopf algebra). Applying the forgetful functor, we see
that B is an algebra in the ordinary sense together with a coassociative coproduct
Δ : B → B ⊗B, but in general Δ is not an algebra homomorphism from B to the
usual tensor product B ⊗ B. Rather, using the definition of the tensor product of
algebras from Exercise 8.8.2(iv), we find that it is a twisted homomorphism in the
following sense:

Δ(ab) = (m⊗m)(id⊗R−1σ ⊗ id)(Δ(a)⊗Δ(b)),

where m : B⊗B → B is the multiplication and σ is the permutation of components
(this differs from the usual Hopf algebra axiom by the additional factor R−1).

Exercise 8.25.1. Let R−1 =
∑

αi ⊗ βi. Show that if B is an (H,R)-braided
bialgebra (respectively, Hopf algebra), then the smash product algebra B#H (see
Exercise 7.8.32) has a natural bialgebra (respectively, Hopf algebra) structure (in
the usual sense), with coproduct defined by the formula

Δ(b) =
∑
i

(b1 ⊗ αi)⊗ βi(b2), b ∈ B,

where Δ(b) = b1 ⊗ b2 (Sweedler’s notation).

In particular, all this applies to the case H = D(K) (the quantum double of
K), where K is a finite dimensional Hopf algebra. In this case, R,R−1 ∈ K ⊗K∗,
so we see that the subalgebra B#K ⊂ B#H is a Hopf subalgebra. The Hopf
algebra B#K is called the Radford biproduct or bosonization of B (following Majid,
[Maj3]), see [Ra5, Ra6] and references therein. Moreover, it is easy to see that
the construction of bosonization makes sense in the more general case, when K is
not necessarily finite dimensional, and B is an algebra in the category Y D(K) of
Yetter-Drinfeld modules over K (with opposite braiding). We will use the terms
“braided bialgebra” and “braided Hopf algebra” in this case as well.
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Example 8.25.2. K = kG, where G is a group. Recall that in this case,
a Yetter-Drinfeld module over K is just a G-graded G-module (where G acts on
itself by conjugation). Thus, the algebra B in this case has a decomposition B =
⊕g∈GBg, and R−1 =

∑
g∈G g−1 ⊗ δg, so for b ∈ Bg we have

Δ(b) =
∑
g∈G

Δg(b)⊗ (g−1 ⊗ 1),

where Δg(b) is the projection of Δ(b) to B ⊗Bg.

An important theorem about braided Hopf algebras is the following Radford’s
biproduct theorem ([Ra5, Ra6, AndrS]).

Theorem 8.25.3. Let K be a Hopf algebra, and A be a Hopf algebra containing
K. Suppose that π : A → K is a Hopf algebra homomorphism such that π|K = id.
Let p : A → A be the linear map defined by π(a) = a1S(π(a2)), where we use
Sweedler’s notation. Let B = p(A). Then B has a natural structure of a braided
Hopf algebra in Y D(K), and the multiplication map B⊗K → A is an isomorphism
of Hopf algebras B#K → A.

Now let K be any Hopf algebra, and V a (possibly infinite-dimensional) Yetter-
Drinfeld module over K. Then the tensor algebra B := TV is a Hopf algebra in the
category Y D(K), with coproduct given by the condition that v ∈ V is primitive,
i.e.,

Δ(v) = v ⊗ 1 + 1⊗ v, v ∈ V

(it is easy to see that this coproduct extends uniquely to higher degrees). In par-
ticular, in the setting of Example 8.25.2 (i.e., for K = kG), we have V = ⊕g∈GVg,
and for v ∈ Vg we have

Δ(v) = v ⊗ 1 + g−1 ⊗ v,

i.e., v is a (g−1, 1)-skew-primitive element. So, the biproduct TV#kG is a corad-
ically graded pointed Hopf algebra generated by grouplike elements g ∈ G and
skew-primitive elements v ∈ Vg, g ∈ G.

In particular, if G is a finite abelian group of order coprime to chark, then we
can find a biproduct {xi} of V compatible to the grading, i.e. xi ∈ Vgi , gi ∈ G.
Then we have

gxi = χi(g)xig, Δ(xi) = xi ⊗ 1 + g−1
i ⊗ xi,

where χi are characters of G.

Exercise 8.25.4. Show that any pointed Hopf algebra H generated by grou-
plike and skew-primitive elements is a quotient of TV#kG for a suitable V ∈
Y D(kG). Namely, V = ⊕h∈G Ext1H−comod(h, 1). (Recall that by Proposition 1.9.12,

Ext1H−comod(h, g)
∼= Primg,h(H)/k(g − h)).

In particular, Conjecture 5.11.7 would imply that any finite dimensional pointed
Hopf algebra is a quotient of TV#kG for some finite group G and some finite
dimensional V ∈ Y D(kG).

It turns out that for coradically graded pointed Hopf algebras, one can say
more: any such Hopf algebra is a biproduct of a group algebra kG with a braided
Hopf algebra B. Namely we have the following proposition, which is a special case
of Radford’s biproduct theorem (see [Ra5, Ra6]).
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Proposition 8.25.5. Let A be a pointed Hopf algebra, and A = grA. Then
A ∼= B#kG is a Radford biproduct, where G = G(A) = G(A) is the group of
grouplike elements of A and A, and B is a Hopf algebra in the category of Yetter-
Drinfeld modules over kG.

Proof. We have a Hopf algebra projection π : A → kG such that π|G = id.
This is the setting in which the Radford biproduct theorem applies. Namely, let
p : A → A be the linear map defined by the formula p(a) = a1S(π(a2)) (using
Sweedler’s notation). Then by Radford’s theorem (Theorem 8.25.3), B := Im(p)
is a subalgebra of A which has a structure of a braided algebra in Y D(kG), and
the multiplication map B ⊗ kG → A defines an isomorphism of Hopf algebras
B#kG→ A. �

Exercise 8.25.6. Fill in the details in the proof of Proposition 8.25.5 (i.e.,
verify Radford’s theorem in this special case).

Exercise 8.25.7. (i) Let A be the canonical algebra of a braided tensor cate-
gory C, see Definition 7.9.12, and let T : C� Cop ∼= C� C → C be the tensor functor
defined by tensor multiplication. Show that T (A) has a natural structure of a Hopf
algebra in C.

(ii) In (i), let C = RepH, where H is a finite dimensional quasitriangular Hopf
algebra. Show that T (A) is naturally isomorphic to H∗ as a vector space, and
describe the algebra and coalgebra structures on it in terms of this isomorphism.
The algebra H∗ with these operations is called the braided dual of H, see [Maj2].

(iii) Compute T (A) in the case when C is the representation category (of type
I) for the quantum group Uq(g), where q is not a root of 1. (You should get the
corresponding quantum function algebra Oq(G) with a modified multiplication (see
Section 5.8); for g = gln this is the so-called reflection equation algebra).

Remark 8.25.8. The algebra A is commutative in the braided category C�Cop,
but in general, the tensor functor T does not preserve braiding, and the algebra
T (A) is not commutative (in the sense of Definition 8.8.1). It is, however, com-
mutative as a braided Hopf algebra in the sense of [Maj4], Definition 2.3, see also
[Maj3]. Note that this definition makes sense only for Hopf algebras and not for
algebras.

8.25.2. Classification of finite dimensional pointed Hopf algebras and
Nichols algebras. Proposition 8.25.5 plays a central role in attacking the problem
of classification of finite dimensional pointed Hopf algebras. This problem is still
open, but a lot of progress has been made in recent years, and a powerful theory
has been developed. Solving this problem amounts to two steps.

Step 1. Classification of coradically graded finite dimensional pointed Hopf
algebras A, i.e., those for which A ∼= gr(A).

By Proposition 8.25.5, in this case one has A ∼= B#kG, where G is a finite
group, so the problem reduces to the classification of finite dimensional Z+-graded
braided Hopf algebras B in Y D(kG) such that B[0] = k, and the coradical filtration
of B is induced by the grading.

Step 2. Given B, classification of liftings of A := B#kG, i.e., Hopf algebras
A such that gr(A) ∼= A.

This is essentially a deformation theory problem.
Let us focus on Step 1 (classification of graded algebras B). Assume that A is

generated by grouplike and skew-primitive elements (as conjectured in Conjecture
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5.11.7). In this case, B is generated by primitive elements, all sitting in degree
≤ 1, and the space of primitive elements of degree 1 is V = B[1]. This implies
that B = TV/I, where I ⊂

⊕
m≥2 V

⊗m is a graded Hopf ideal of TV (of finite

codimension).
This leads us to the fundamental notion of a Nichols algebra8, going back to

the paper [Nic]. The theory of Nichols algebras is a vast subject, and we will limit
ourselves to a very brief review of this theory.

To define Nichols algebras, let us return to considering the Hopf algebra TV in
the category Y D(K) for any Hopf algebra K.

Proposition 8.25.9. There exists the largest graded Hopf ideal

I ⊂
⊕
m≥2

V ⊗m ⊂ TV,

i.e. a graded ideal such that such that Δ(I) ⊂ TV ⊗ I + I ⊗ TV .

Proof. Take the sum of all ideals I with this property. �
Remark 8.25.10. Note that it is possible that I = 0 (see examples below).

Definition 8.25.11. The Nichols algebra B(V ) is the Hopf algebra TV/I in
the category Y D(K).

In other words, the Nichols algebra B(V ) is the smallest possible algebra B as
above (i.e., generated in degree 1) with B[1] = V . In particular, if a given B is
finite dimensional and B[1] = V , then B(V ) is finite dimensional.

Moreover, if G is abelian and K = kG, it is known (see [Ang2]) that in this
case B = B(V ) (i.e. any finite dimensional Hopf quotient of TV is necessarily
the smallest one); this is, in fact, equivalent to Conjecture 5.11.7 in the abelian
case (proved in [Ang2]) by taking dual Hopf algebras (check it!). This shows that
classification of finite dimensional Nichols algebras in Y D(kG) is the main part of
Step 1 (the classification of possible algebras B).

Exercise 8.25.12. Let G = Z/nZ with generator g, and q ∈ k× be such that
qn = 1. Let V be the 1-dimensional Yetter-Drinfeld module for kG defined by
V = Vgm , 0 ≤ m ≤ n− 1, and gv = qv.

(i) Compute the algebra B(V ). Show that it is finite dimensional if and only if
qm 	= 1; and in this case B(V ) = k[x]/(xr), where r is the order of qm.

(ii) Show that if qm is a primitive n-th root of unity, then B(V )#kG is isomor-
phic to the Taft algebra of dimension n2 (Example 5.5.6).

(iii) Show that the Taft algebra does not admit nontrivial liftings (i.e., any
lifting of the Taft algebra is isomorphic to the Taft algebra itself as a Hopf algebra).

(iv) Assume that m = 1 and q 	= 1, but the order of q is r < n. Show that
there exists a unique nontrivial lifting H(q, n) of B(V )#kG, generated by g, x with
relations

gx = qxg, gn = 1, xr = 1− g−r,

and coproduct
Δ(x) = x⊗ 1 + g−1 ⊗ x.

(the so-called generalized Taft algebra).
(v) Describe simple H(q, n)-comodules, and show that H(q, n) is not pointed.

8Nichols algebras should not be confused with Nichols Hopf algebras of dimension 2n+1

considered in Example 5.5.8.
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Exercise 8.25.13. Let n > 1 be odd, G = Z/nZ with generator K, and q ∈ k×

be a primitive n-th root of 1. Let V be two-dimensional with basis e and f and
K · e = q2e, K · f = q−2f , and V = VK .

(i) Compute the Nichols algebra B(V ), and show that it has dimension n2 and
is generated by e, f with defining relations en = 0, fn = 0, ef = q2fe. Show that
the corresponding biproduct B(V )#kG is isomorphic to gr(uq(sl2)).

(ii) Show that B(V )#kG has a unique nontrivial lifting, namely, uq(sl2).

Exercise 8.25.14. Generalize Exercises 8.25.12 and 8.25.13 to the case when
G = Z and q ∈ k× is any number.

Exercise 8.25.15. Let G = Z/2Z =< g >, and V = V−1, with g|V = − id.
Show that B(V ) = ∧V , and B(V )#kG is the Nichols Hopf algebra of dimension
2n+1, where n = dimV (see Example 5.5.8).

In general, there are rather few pairs (G, V ) for which the algebra B(V ) is finite
dimensional. To illustrate it, we give the following example.

Example 8.25.16. Let A be a symmetric generalized Cartan matrix of size r
by r. This means that aii = 2, aij = aji ∈ Z≤0 for i 	= j, and aij = 0 iff aji = 0.
Let n > 1 be an odd integer, and q ∈ k× be a primitive root of unity of order n.
Let G = (Z/nZ)r, with generators Ki, i = 1, ..., r, such that Kn

i = 1, and let V
have basis e1, ..., er with Ki ·ej = qaijej , and ej ∈ VKj

. Then it is known that B(V )
is finite dimensional if and only if A is positive definite, i.e., is a Cartan matrix
of a simply laced semisimple Lie algebra. In this case, B(V )#kG = uq(b+), the
positive Borel subalgebra of the small quantum group uq(g) (i.e., the subalgebra

generated by Ki and Ei := K−1
i ei). In general, B(V )#kG = uq(b+) is the positive

Borel subalgebra of the small quantum group attached to the Kac-Moody algebra
g = g(A). This example generalizes in a straightforward way to symmetrizable
generalized Cartan matrices, so that finite dimensional Nichols algebras correspond
to all semisimple Lie algebras.

Example 8.25.16 is in a certain sense prototypical. Namely, a complete classi-
fication of finite dimensional Nichols algebras with abelian group G is now known
([He]), and this classification is, in essence, a quantum version of the classification
of finite dimensional simple Lie algebras and superalgebras, including positive (in
particular, small) characteristic. In particular, a fundamental role in this classifi-
cation is played by the notions of a Weyl groupoid and an arithmetic root system,
due to Heckenberger, which are suitable generalizations of the notions of the Weyl
group and root system of a simple Lie algebra. Also, the order of the roots of unity
involved is a quantum analog of the characteristic, but things are more complicated
since several different orders may be involved at the same time. In particular, there
are many exceptional cases related to roots of unity of small order.

The lifting problem for abelian G is also expected to be completely solved in
the near future. It has been solved in many cases, e.g. if |G| is coprime to 2, 3, 5, 7.

The case of nonabelian G is more complicated, and only partial results are
available. There seems to be rather few non-abelian groups G generated by g such
that Vg 	= 0, for which B(V ) is finite dimensional. Very recent results on this topic
can be found in [HecV].

Infinite dimensional Nichols algebras are less well understood. They should
be viewed as quantum analogs of Kac-Moody Lie algebras and superalgebras in
positive characteristic.
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An exhaustive review on recent results on finite dimensional Nichols algebras
and pointed Hopf algebras (as of March 2014) can be found in Andruskiewitsch’s
ICM-2014 talk, [Andr]. In particular, on Step 2 and specifically on construction
of liftings as cocycle deformations, see [Andr], 3.8.

8.26. Bibliographical notes

8.1. Braided monoidal categories and functors between them were introduced
by Joyal and Street in [JoyS1, JoyS3, JoyS5]. The notion of symmetric monoidal
category appeared earlier in the works of Mac Lane [Mac1] and Bénabou [Ben2].
The Yang-Baxter equation has its origins in statistical mechanics and was studied
in relation with quantum groups in [Dr3] and in relation with link invariants in
[Tu1].

8.2. Relation between braided categories and braid groups (motivating the
name “braiding”) is discussed in [JoyS5].

8.3. Quasi-triangular Hopf algebras were introduced by Drinfeld in [Dr3, Dr5].
The notion of quantum double is also due to Drinfeld [Dr3]. Example 8.3.7 is due
to Radford [Ra3]. The construction of R-matrices for quantum groups appeared in
[Dr3]. A discussion of the cactus group and its connection to coboundary categories
is contained in [HenK].

8.4. The equivalence between pre-metric groups and pointed braided fusion
categories is due to Joyal and Street [JoyS5]. The proof in the text follows [JoyS5,
Section 3]. An alternative approach can be found in [DrGNO2, Appendix D].

8.5. The center construction is due to Drinfeld (unpublished) and appears in
the work of Majid [Maj1] and Joyal and Street [JoyS2]. Proposition 8.5.3 is proved
in [EtO1]. Interpretation of the representation category of the quantum double of
a Hopf algebra H as the center of Rep(H) can be found in Kassel’s book [Kas].

8.6. The notion of a factorizable Hopf algebra was introduced by Reshetikhin
and Semenov-Tian-Shansky in [RS]. They also proved that the quantum double of
a finite-dimensional Hopf algebra is factorizable. The categorical notion of factor-
izability was introduced in [ENO1], where factorizability of Z(C) was also proved.
Proposition 8.10.10 generalizes the corresponding result of Radford for Hopf alge-
bras [Ra4] and the one of Bulacu and Torrecillas [BuT] for quasi-Hopf algebras.

8.7. Tensor functors (8.20) were considered in [BocEK3] under the name of
α-induction.

8.8. The correspondence between central functors and commutative algebras
in braided tensor categories was discussed in [DaMNO]. Quantum symmetric
algebras were first considered in [FaRT].

8.9. See [Dr5] for Hopf algebra version of the Drinfeld isomorphism and text-
books [BakK, Section 2.2] and [Kas, Chapter XIV] for the categorical version.

8.10. The definition of a twist in a braided category is given by Shum [Sh].
Ribbon categories were called balanced in [JoyS5]. Theorem 8.10.7 is proved in
[ENO1].

8.11. Ribbon Hopf algebras were introduced by Reshetikhin and Turaev [RT1].
8.12. The results of this section are taken from [ENO3] and [DaN].
8.13. The notion of S-matrix is due to Turaev [Tu3]. Pre-modular categories

appeared in the work of Bruguiéres [Bru]. The S-matrix (8.47) was first considered
by Lusztig in [Lus4] under the name of “exotic Fourier transform”. It also appeared
in the work [DiVVV] in connection with orbifold conformal field theories.
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8.14. The notion of a modular category was introduced by Turaev [Tu3] in
connection with the study of invariants of 3-manifolds. The notion of a modular
Hopf algebra, i.e., a semisimple Hopf algebra whose representation category is mod-
ular was introduced by Reshetikhin and Turaev on [RT2]. Formula (8.54) was
conjectured by Verlinde [Verl] in the context of conformal field theory and proved
by Moore and Seiberg [MooS2]. Proposition 8.14.6 was proved in [EtG10]. A
discussion of modular categories and their applications can be found in textbooks
[Tu2] and [BakK]. Proof of Theorem 8.14.7 is taken from [ENO2, Appendix].

8.15. The results of this Section are taken from [Tu2, Section II.1] and [BakK,
Section 3.1]. Our proofs follow [DrGNO2, Section 6].

8.16. The projective representation (8.64) of SL2(Z) is described in [MooS2]
in the setting of 2-dimensional conformal field theory and in [Tu2, Section 3.9] in
the categorical setting.

8.17. Our exposition of the theory of modular data follows [Gann3] and [Lus4].
Verlinde fusion rings are considered in [Verl], which is why we refer to their cate-
gorifications as Verlinde categories.

8.18. Corollaries 8.18.2 and 8.18.3 were established by Anderson and Moore
[AndeM] and Vafa [Vaf]. Our exposition follows [E].

8.19. This Section follows [DrGNO2, Sections 2.8.1 and 3.4.2].
8.20. The fundamental notions of the centralizer of a set of objects in a braided

category and non-degeneracy were introduced by Müger in [Mu3]. Results of this
section were first obtained in [Mu3] in the setting of modular categories and gen-
eralized to arbitrary braided fusion categories in [DrGNO2, Section 3].

8.21. Properties of centralizers considered in this section were established in
[Mu3] for modular categories and in [DrGNO2, Section 3] for braided fusion
categories.

8.22. Projective centralizers were introduced and studied in [DrGNO2, Sec-
tion 3.3].

8.23. The idea of de-equivariantization is due to Bruguiéres [Bru] and Müger
[Mu1]. For the most part, our exposition follows [DrGNO2, Section 4]. Propo-
sition 8.23.11 is proved in [ENO3]. Theorem 8.23.3 is similar to Theorem 4.1 in
[Kir1].

8.24. The notion of a braided G-crossed category is due to Turaev [Tu5, Tu6].
These categories were extensively studied in [Kir1, Mu5, DrGNO2].

8.25. A discussion of braided bialgebras and Hopf algebras can be found in
[Ra5]. For a review of pointed Hopf algebras and Nichols algebras see [Ra5,
AndrS], and for more recent results [Andr].

8.27. Other results

8.27.1. Categorical Witt equivalence and completely anisotropic
braided fusion categories. Non-degenerate braided fusion categories C1 and C2
are Witt equivalent if there exists a braided equivalence C1 �Z(A1) � C2 �Z(A2),
where A1, A2 are fusion categories [DaMNO].

The categorical Witt group W is the group of Witt equivalence classes of non-
degenerate braided fusion categories. The class of Drinfeld centers is the trivial
element of W . The classical counterpart of W is the group Wcl of quadratic forms
(over k) on finite Abelian groups (this group is well known, see, e.g., [Schar]).
Since any quadratic form on a finite Abelian group gives rise to a pointed braided
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fusion category, Wcl is a subgroup of W . In the classical case Drinfeld centers are
precisely Abelian groups with hyperbolic quadratic forms.

By definition, an étale algebra in C is a commutative separable algebra in C. A
braided fusion category C is completely anisotropic if there are no non-trivial étale
algebras in C. It was shown in [DaMNO] that every element of W is represented
by a unique completely anisotropic category. One can pass from a braided fusion
category C to its completely anisotropic representative by taking a certain subca-
tegory C0A of the category of A-modules in C, where A is a maximal étale algebra
in C. This is analogous to passing from a quadratic form on a group B to the one
on C⊥/C, where C ⊂ B is an isotropic subgroup.

It was proved in [DaNO] that a completely anisotropic braided fusion category
admits a unique decomposition into the tensor product of its pointed part and
simple anisotropic categories (i.e., categories without proper fusion subcategories).

All examples of completely anisotropic categories known at present (apart from
those coming from quadratic forms) come from fusion categories C(g, �) associated
to affine Lie algebras.

Examples of étale algebras in C(g, �) come from the theory of conformal inclu-
sions of affine Lie algebras [KacVW, ScheW] and coset models [GodKO]. They
lead to non-trivial relations among the Witt classes of categories C(g, �). Note also
that any étale algebra in C(g, �) gives rise to a modular invariant, i.e., to a ma-
trix with integral entries invariant under (i.e., commuting with) the action of the
modular group associated to C(g, �).

The categorical Witt group W provides a natural framework for classification
of conformal field theories. There is a common belief among physicists that all
rational conformal field theories come from lattice and WZW models via coset and
orbifold (and perhaps chiral extension) constructions (see [MooS1]). A correspond-
ing statement for braided fusion categories means that W is generated by classes
of categories C(g, �). While this statement might be out of reach at the moment,
any progress in the study of the Witt group W will have important consequences
for classification of braided fusion categories and conformal field theories.

It was shown in [DaNO] that there is a canonical homomorphism S :W → sW ,
where sW is the “super analogue” of the Witt group (consisting of classes of braided
fusion categories over sVec). The homomorphism S sends the Witt class of non-
degenerate braided fusion category C to that of C� sVec. The structure of sW was
also described in [DaNO]. Namely,

(8.112) sW = sWcl ⊕ sW2 ⊕ sW∞,

where sWcl is the classical part, sW2 is an elementary Abelian 2-group, and sW∞
is a free Abelian group. The kernel of S is isomorphic to Z/16Z and is generated by
Ising categories. In particular, the group W is 2-primary, i.e., has no odd torsion.

8.27.2. Brauer-Picard groups as categorical orthogonal groups. The
Brauer-Picard group BrPic(C) of a finite tensor category C is the group of equiv-
alence classes of exact invertible C-bimodule categories with respect to the tensor
product �C defined by a universal property. It was proved in [ENO4] that when

C is a fusion category, BrPic(C) is isomorphic to the group Autbr⊗ (Z(C)) of braided
autoequivalences of Z(C). This result was generalized to finite tensor categories in
[DaN]. E.g., for C = VecA, the category of vector spaces graded by a finite Abelian
group A, one has BrPic(VecA) ∼= O(A⊕A∗), where A∗ is the group of characters of
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A and O(A⊕A∗) is the group of automorphisms of A⊕A∗ preserving its canonical
quadratic form. Thus, the Brauer-Picard group of a tensor category can be viewed
as a categorical analogue of the orthogonal group.

If C is braided then one-sided C-module categories can be viewed as C-bimodule
categories (similarly to how modules over a commutative ring can be viewed as
bimodules). In particular, one can talk about invertible C-module categories.
Equivalence classes of such categories form a subgroup in BrPic(C), called the Pi-
card group of C and denoted Pic(C). The image of Pic(C) under the isomorphism

BrPic(C) ∼= Autbr⊗ (Z(C)) consists of equivalence classes of autoequivalences of Z(C)
trivializable on C, where C is viewed as a subcategory of Z(C) via the embedding
X 
→ (X, cX,−) [DaN].

One has BrPic(C) ∼= Pic(Z(C)) for any finite tensor category C [ENO4, DaN].
More generally, two finite tensor categories are categorically Morita equivalent if

and only if their centers are equivalent as braided tensor categories [ENO3, DaN].

In practice it is much easier to work with the group Autbr⊗ (Z(C)) than with
BrPic(C), since the multiplication of the latter is defined by an abstract universal
property while for the former it is simply the composition of functors. In addition,
Autbr⊗ (Z(C)) can be viewed as a generalization of the classical orthogonal group
which brings important geometric insights.

The group BrPic(C) has a natural action on the set of C-module categories.

In view of the above result it identifies with the action of Autbr⊗ (Z(C)) on the set
of Lagrangian étale algebras in Z(C), i.e., on the “quantum Lagrangian Grassman-
nian”. This action was studied in [NikR] and [BonN] where Brauer-Picard groups
of symmetric tensor categories were computed.

8.27.3. Core of a braided fusion category. The core of a braided fusion
category C was introduced in [DrGNO2]. It is defined as the fiber category E ′ �E
Vec, where E is a maximal Tannakian subcategory of E . The core does not depend
on the choice of E and is weakly anisotropic, i.e., has no Tannakian subcategories
stable under the group of braided autoequivalences. The core separates the part of
a braided fusion category that does not come from finite groups.

It was explained in [DrGNO1, DrGNO2] that any braided fusion category C
is obtained from a weakly anisotropic category (namely, the core of C) using finite
groups (via the equivariantization and extension procedures). Thus, the classifica-
tion of braided fusion categories reduces to that of weakly anisotropic ones.

Let C be a weakly anisotropic fusion category, let Cpt be its maximal pointed
fusion subcategory, and for any D ⊂ C let D′ denote the centralizer of D. Then C
has one of the following types:

(1) ordinary, if Cpt ∩ (Cpt)′ = C′ = Vec;
(2) super, if Cpt ∩ (Cpt)′ = C′ = sVec;
(3) Ising, if C′ = Vec and Cpt ∩ (Cpt)′ = sVec.

The smallest categories of the last type are the so-called Ising categories, i.e., non-
pointed categories of dimension 4 (see, e.g., [DrGNO2, MooS1]).

A weakly anisotropic fusion category C of ordinary type (respectively, of super
type) is said to be simple if it is not pointed and has no proper fusion subcategories
except Vec (respectively, except Vec and sVec). Examples of such simple categories
can be constructed using quantum groups at roots of unity.
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It was proved in [DrGNO2] and [DaNO] that a weakly anisotropic braided
fusion category of ordinary or super type admits a unique decomposition into the
tensor product of its pointed part and simple categories. Here by “tensor product”
we mean the usual Deligne tensor product � for ordinary type and the “super”
tensor product over sVec for the super type.

8.27.4. G-extensions of tensor categories, homotopy theory, and
topological field theory. In [ENO4] the Brauer-Picard groupoid BrPic of fu-
sion categories was introduced. By definition, this is a 3-groupoid, whose objects
are fusion categories, 1-morphisms from C to D are invertible (C, D)-bimodule ca-
tegories (with the composition given by tensor product of bimodule categories),
2-morphisms are equivalences of such bimodule categories, and 3-morphisms are
isomorphisms of such equivalences. This 3-groupoid can be truncated in the usual
way to a 2-groupoid BrPic and further to a 1-groupoid (i.e., an ordinary groupoid)
BrPic; the group of automorphisms of C in this groupoid is BrPic(C). It was shown in
[ENO4, Theorem 1.1] that the 2-functor of taking the center of a fusion category is

a fully faithful embedding of BrPic into the 2-groupoid Autbr⊗ of braided equivalences

(this generalizes the above mentioned group isomorphism BrPic(C) ∼= Autbr⊗ (Z(C))).
The objects of Autbr⊗ are braided fusion categories, 1-morphisms are braided equiv-
alences, and 2-morphisms are isomorphisms of such equivalences.

Let G be a finite group. It turns out that Brauer-Picard groupoid is the right
tool to describe G-extensions (see Section 4.14) of fusion categories. To do this, re-
call that to the 3-groupoid BrPic one can attach its classifying space BBrPic, defined
up to homotopy equivalence. This space falls into connected components, labeled
by categorical Morita equivalence classes of fusion categories. Each connected com-
ponent BBrPic(C) corresponding to a fusion category C is a 3-type, i.e., it has three

nontrivial homotopy groups: its fundamental group π1 is BrPic(C)
(
= Autbr⊗ (Z(C)

)
,

π2 is the group of isomorphism classes of invertible objects of Z(C), and π3 = k×

(the multiplicative group of the ground field). It was proved in [ENO4] that G-
extensions of C are parametrized by maps of classifying spaces BG → BBrPic(C).
Thus, to classify G-extensions of C, one needs to classify the homotopy classes of
such maps, which can be done using the classical obstruction theory. Namely, by
[ENO4, Theorem 1.3] G-extensions of C are parameterized by pairs (T, α), where
T : Cat(G) → BrPic is a monoidal functor (equivalently, T is an action of G by
braided autoequivalences of Z(C), see Definition 2.7.1) such that a certain obstruc-
tion O(T ) ∈ H4(G, k×) vanishes, and α is an element of a certain torsor over
H3(G, k×).

Note that BrPic is a part of a 3-category whose objects, morphisms, 2-morph-
isms, and 3-morphisms are, respectively, finite tensor categories, bimodule cate-
gories, bimodule functors, and bimodule natural transformations. In [DouSS]
Douglas, Schommer-Pries, and Snyder investigated the relationship between this
3-category and local topological field theories. In particular they showed that fu-
sion categories are fully dualizable objects in this 3-category in the sense of Lurie
[Lur], i.e., they give rise to 3-dimensional local field theories. In general, finite ten-
sor categories are 2-dualizable and so give rise to 2-dimensional framed field theories
(they produce representations of mapping class groups of closed surfaces). The ap-
proach of [DouSS] provides an important topological insight into the structure of
finite tensor categories. In particular, there is a purely topological construction of
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Radford’s tensor isomorphism between the identity functor and the conjugate of
the quadruple duality functor (cf. Section 7.19).

8.27.5. Categorification of the representation ring and the Verlinde
ring of SLn. According to Example 7.22.6, if G is a simple complex algebraic
group then there exists a unique formal deformation of the tensor category Rep(G),
which is the category of representations of the corresponding quantum group. This
category can be realized as the category of comodules over the quantum function
algebra Oq(G), where q = e�, and � is a formal parameter; it does not change under
q 
→ q−1, or � 
→ −� (as the actual deformation parameter is �2).

However, it is interesting to ask a “non-perturbative” version of this question:
what are the possible categorifications of the representation ring of G over C? Ob-
viously, if q is not a root of unity, then one such categorification is the category of
comodules over Oq(G). Moreover, since this category is graded by Z(G)∨ (the char-
acter group of the center of G), it can be twisted by an element ω ∈ H3(Z(G)∨,C∗)
(by multiplying the associativity morphism by values of a cocycle representing ω).

If G = SLn, it is shown by Kazhdan and Wenzl in [KazW] that these are
the only examples. A generalization of this result to orthogonal and symplectic
groups (in the case of braided categories) is obtained in Tuba and Wenzl [TubW].
Categorifications in the limiting case n→∞ were discussed by Davydov in [Da1].

A similar question can be asked for the Verlinde algebra, i.e., the fusion ring
of the Verlinde fusion category attached to the quantum group at a root of unity.
In this case, it was also shown in [KazW] that for G = SLn, the Verlinde fu-
sion categories are the only categorifications, up to twisting, and it is explained in
[TubW] how similar results can be obtained in the braided case for the orthogonal
and symplectic groups.

8.27.6. Vertex operator algebras. The notion of vertex operator algebra
(VOA) was introduced by Borcherds in [Bo] as a mathematically rigorous (and
in fact, purely algebraic) version of the holomorphic part of the OPE (operator
product expansion) algebra in 2-dimensional conformal field theory (CFT); see the
textbook [DiMS] by Di Francesco, Mathieu, and Senechal for the physical side of
the story. Namely, a VOA V and its category of modules is the structure that
encodes “genus zero” conformal blocks of a CFT (if V is conformal, i.e., contains a
Virasoro Lie algebra) then one can extend the construction to conformal blocks on
higher genus Riemann surfaces, which gives the full structure of the holomorphic
part of the theory). In particular, under some conditions on V , conformal blocks on
CP1 with three marked points (viewed as two inputs and one output) define a tensor
product functor on the category V − mod, and the structure of conformal blocks
with four marked points (viewed as three inputs and one output) determines an
associativity constraint on this category, giving it a structure of a tensor category.
This latter construction is no longer purely algebraic but rather complex-analytic:
it requires solving differential equations arising from variation of the cross-ratio of
the four points. Also, moving the marked points around each other and considering
the corresponding monodromy gives rise to a braiding on this tensor category.

The theory of VOA is by now a vast subject. Formally, a VOA is a vector space
V (infinite dimensional in all interesting cases) together with a product V ⊗ V →
V ((z)) (usually encoded as a map V → End(V )((z, z−1))), a unit (vacuum vector)
1 ∈ V , and an operator T : V → V (the shift) satisfying certain axioms (locality,
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unit axiom, shift axiom). We will not give the precise axioms here, but will just
mention that the idea is to capture the physical notion of local operators a(z)
“living” at a point z of a complex plane. Such operators commute with each other:
a(z)b(w) = b(w)a(z) (which is called locality), but the catch is that they can be
composed only when z 	= w, and the product a(z)b(w) has a pole at z = w.
This catch is the source of all the nontrivial structure, making VOA, despite their
“commutativity”, an object from the world of noncommutative algebra; in fact,
the locality axiom is a curious hybrid of commutativity, associativity, and Jacobi
identity from classical algebra. The shift operator and the shift axiom encode the
idea that the operator product expansion in field theory is invariant with respect
to translations z 
→ z+ c. There is also an important notion of a superVOA, which
is, essentially, a VOA in the category of supervector spaces. Super VOA are needed
for a rigorous approach to conformal field theory which involves fermions.

Some of the most important examples of VOA include free bosonic and fer-
mionic VOAs, lattice VOAs, affine Kac-Moody VOA (corresponding to the Wess-
Zumino-Witten model), Virasoro VOA, W-algebras, etc. These and other examples
are discussed in [FrLM], [KacV], [FreB].

Here, we will not give a serious discussion of VOA, referring the reader to many
good sources, such as the classical textbook of Frenkel, Lepowsky and Meurman
[FrLM] and more recent books by Kac [KacV] and Frenkel and Ben-Zvi [FreB],
as well as the book by Beilinson and Drinfeld on chiral algebras [BeD], which offers
a geometric approach to VOA, based on the theory of D-modules (namely, chiral
algebras live on algebraic curves, and VOA correspond to the case of formal disk).
Rather, we will limit ourselves to a short discussion of the connection of VOAs with
the theory of tensor categories.

The fact that a (super) VOA satisfying appropriate conditions gives rise to a
tensor category was realized by mathematical physicists already in 1980s; see, e.g.,
[MooS1] and references therein. Namely, they realized that a rational VOA (i.e.,
one with a finite semisimple category of modules) gives rise to a braided (in fact,
modular) fusion category. However, a rigorous general construction of the tensor
category structure and braiding is nontrivial and did not appear in the literature
until much later. By now, it is known that VOA satisfying suitable finiteness
conditions (such as C2-cofiniteness), give rise to both braided fusion categories
(in the case of rational CFT) and braided finite tensor categories (in the case of
logarithmic CFT).9 This is done in a series of papers by Huang, Lepowsky and
Zhang; see [HuL] for a review of these works and additional references. See the
papers by Miyamoto [Miy1, Miy2], which also treat tensor products of VOA
modules (in the case of logarithmic CFT).

A more geometric approach to this problem, which is more high-tech but might
be potentially simpler, is outlined in [BeD]. Namely, the chiral homology construc-
tion of [BeD] provides a collection of local systems on configuration spaces of genus
zero curves with n marked points, with some factorization structure. Then one can
obtain a braided tensor category using the Riemann-Hilbert correspondence, see

9We note that a very nontrivial VOA can produce the trivial category of modules, i.e. the
category Vec. Such a VOA is called holomorphic. A basic example of a holomorphic VOA is the
basic representation of the affine Lie algebra of type E8. Another example is the VOA discussed
in [FrLM], whose automorphism group is the Monster simple group.
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[BakK], Chapter 6. However, this approach has not yet been implemented in the
literature.

For a comprehensive review of logarithmic CFT from the physical viewpoint
and various examples and references on this subject, see the paper of Creutzig and
Ridout [CreR].

We note that in many important examples of VOA, the existence of a braided
tensor category structure on the category of modules was known rigorously already
in the early 1990s. Notably, for the Kac-Moody VOA at generic and negative
rational level, this was done in the series of papers by Kazhdan and Lusztig [KazL1,
KazL2, KazL3, KazL4, KazL5], and at positive integer level by Finkelberg
[Fi2, Fi1] 10; see also the paper by Tsuchiya, Ueno, and Yamada [TUY], Chapter
7 of Bakalov-Kirillov [BakK], and a more recent review by Loojenga [Loo]. In this
case, it was shown by Kazhdan and Lusztig that the corresponding braided category
is equivalent to the appropriate category of representations of the corresponding
quantum group. For the case of the Virasoro algebra, see the paper by Beilinson,
Feigin, and Mazur [BeiFM].

However, in spite of so many impressive results, the relationship between VOA
and braided tensor categories remains to be understood better, even in the semisim-
ple case, corresponding to rational CFT. For example, it is not clear at all which
examples of modular categories arise from VOA.

8.27.7. Drinfeld associators and the Drinfeld-Kohno theorem. Inter-
esting examples of manifestly non-strict monoidal categories (i.e., ones with a non-
trivial associator) were first studied by Drinfeld in [Dr4, Dr5]. Namely, let g be
a quasitriangular Lie quasi-bialgebra (over a field k of characteristic zero), i.e., a
Lie algebra g equipped with an element t ∈ (S2g)g. In [Dr4, Dr5] Drinfeld used
deformation theory to show that this structure can be quantized, i.e., there exists
a Drinfeld associator Φ ∈ (U(g⊗3))gad [[�]] of the form

Φ = 1 +
�2

24
[t12, t23] +O(�3)

which satisfies the pentagon relation. This associator makes the category C of
topologically free g-modules over k[[�]] into a monoidal category, where it serves
as the associativity morphism. Moreover, this category is braided, with braiding
c = exp(�t/2). Finally, he showed that Φ is uniquely determined by these properties
up to twisting, and moreover both Φ and the twists are determined by universal
formulas in terms of t.

The Hopf algebra U(g) with the usual coproduct, R = exp(�t/2), and the
Drinfeld associator Φ form a structure called a quasitriangular quasi-Hopf algebra,
defined by Drinfeld in [Dr4, Dr5]. This is simply a quasi-Hopf algebra whose
category of modules is braided (so the axioms of this structure can be guessed from
reconstruction theory, and one can prove a reconstruction theorem in the style of
Chapter 5).

If k = C, then there is an explicit construction of Φ, which is based on complex
analysis. Namely, one considers the Knizhnik-Zamolodchikov equation

(8.113)
dF

dz
=

�

2πi

(
t12
z

+
t23

z − 1

)
F,

10See the erratum to [Fi2] which shows that this requires Verlinde’s formula, proved by
Faltings.
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where F = F (z) takes values in the free algebra generated by t12 and t23. Then
Φ can be taken to be the suitably defined monodromy of this equation from z = 0
to z = 1. This associator is called the Knizhnik-Zamolodchikov associator and
denoted by ΦKZ .

If g is a finite dimensional simple Lie algebra over C and t is the Casimir
tensor, then it is not hard to see that the (strict) braided monoidal category of
representations of the quantum group Uq(g) over C[[�]], where q = exp(�/2), is
of the above form (this follows from the fact that Uq(g) is isomorphic to U(g)[[�]]
as an algebra, as U(g) has no nontrivial first order deformations by Whitehead’s
theorem). In particular, it is equivalent to the Drinfeld category defined using
ΦKZ . From this, Drinfeld deduced a fundamental result called the Drinfeld-Kohno
theorem: the monodromy of the KZ equations is given, up to an isomorphism, by
the R-matrices of the quantum group Uq(g).

Let us explain the Drinfeld-Kohno theorem in a bit more detail. Let V be
a finite dimensional representation of g. Then we may consider the system of
differential equations

∂F

∂z�
=

�

2πi

∑
j 
=�

t�j
z� − zj

F,

where F (z1, ..., zn) ∈ V ⊗n is an analytic function in z1, ..., zn in some region, and tij
is the element t acting in the i-th and j-th copies of F . These equations are called
the Knizhnik-Zamolodchikov equations (note that equation (8.113) is obtained from
this system for n = 3, i = 2, z1 = 0, z2 = z, z3 = 1). It is easy to see that the
KZ equations are equivariant with respect to the symmetric group Sn, so they
define a flat connection on the configuration space Cn, consisting of subsets of C
of size n. Thus, we have a monodromy representation of this connection, which is
a representation ρ of the fundamental group π1(Cn) = Bn on V ⊗n, and which is
independent, up to an isomorphism, on the choice of the base point in Cn.

The Drinfeld-Kohno theorem gives a description of ρ in terms of the quan-
tum group Uq(g), where q = exp(�/2). Namely, let Vq be the deformation of
V to a Uq(g)-module. Then, since the category of representations of Uq(g) is a
braided tensor category, V ⊗n

q carries a natural action ρq of the braid group Bn.
The Drinfeld-Kohno theorem says that ρ is isomorphic to ρq.

Drinfeld’s proof of this theorem works for formal �, and hence, by using stan-
dard “abstract nonsense”, for Weil generic �, i.e., for all � outside of an unspecified
countable set. It is in fact known that the result holds for � /∈ πiQ and extends to
Kac-Moody algebras (this follows, for instance, from the paper [KazL3], or from
the results of the book [Var] or [BezFS] on integral formulas for solutions of the
KZ equations). Another proof that works for Kac-Moody algebras and formal (or
Weil generic) � and arbitrary highest weight modules follows from quantization
theory of Lie bialgebras (see [EtKa3]). This approach also allowed Geer to prove
the Drinfeld-Kohno theorem for Lie superalgebras, [Gee].

In [Dr4], Drinfeld also gave a non-braided version of the above quantization
result. Namely, define a coboundary Lie quasibialgebra to be a Lie algebra g together
with an element φ ∈ (∧3g)g. Then Drinfeld proved that there exists an element Φ ∈
(U(g)⊗3)gad [[ε]] of the form Φ = 1+εφ+O(ε2) which satisfies the pentagon identity,
and therefore defines a structure of a tensor category on the category C defined
above. Moreover, this category is a coboundary category, with the coboundary
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structure defined by the usual classical flip. Finally, if ε = �2 and φ = 1
24 [t

12, t23],
we recover the previous setting.

8.27.8. Finiteness of braid group images. Let C be a braided fusion ca-
tegory. We say that C has finite braid group images if for any X ∈ C and n ≥ 2,
the action of the braid group Bn on X⊗n factors through a finite group. If C comes
from a rational conformal field theory, then this property is equivalent to saying
that (genus 0) correlation functions of the corresponding conformal field theory
are algebraic. It is an interesting question which braided fusion categories have fi-
nite braid group images (see [NaR]). This question is, in particular, motivated by
quantum computation. It is conjectured in [NaR] that a braided fusion category
has finite braid group images if and only if it is weakly integral. This is known in
many cases. In particular, this is true for group-theoretical categories, see [ERW].

8.27.9. The modular functor and the Reshetikhin-Turaev invariants.
Let C be a ribbon category, and X ∈ C. We have explained in Remark 8.10.3
how to attach to any framed link L its Reshetikhin-Turaev invariant RTC,X(L).
In particular, if C is the representation category of quantum SL2, and X = Vn is
the n+1-dimensional irreducible representation, then we obtain the collored Jones
polynomial Jn(L, q).

It turns out that, as was shown in [RT2], if C is a modular category (say, over
C) then this construction can be strengthened to give invariants of closed oriented
3-manifolds. Let us briefly describe the main idea of the construction of these
invariants.

For simplicity, assume that C is a modular category of multiplicative central
charge 1 (one can extend to the general case by considering appropriate central
extensions of mapping class groups). By the Lickorish-Wallace theorem, any closed
connected oriented 3-manifold may be obtained by surgery of the 3-sphere S3 along
a framed link L. However, different links may define the same 3-manifold. In terms
of the link projection, the condition for two framed links to define the same 3-
manifold is that they are related by a sequence of usual Reidemeister moves (which
do not really change the link) and also so-called Kirby moves. Thus, a framed link
invariant defines a closed oriented 3-manifold invariant if and only if it is invariant
under Kirby moves. The Reshetikhin-Turaev invariant RTC,X(L) does not satisfy
this condition, in general; however, if C is a modular category, then Reshetikhin
and Turaev showed in [RT2] that the (suitably normalized) sum

RTC(L) =
∑
X

dim(X)RTC,X(L)

(i.e., RTC = RTC,RC , where RC is the virtual “regular object” of C) is actually
invariant under Kirby moves and thus defines a 3-manifold invariant. In particular,
taking C to be the Verlinde category Ck(q) from Example 8.18.5, where q is a

root of unity of order 2(k+2), we see that upon suitable normalization,
∑k

m=0[m+
1]qJm(L, q) is a closed oriented 3-manifold invariant (the invariant of a disconnected
manifold is the product of the invariants of its connected components).

Another method of constructing the same invariants is via the modular functor,
described in detail in [BakK]. The modular functor τ = τC is attached to any
modular tensor category C (again, for simplicity, of multiplicative central charge
1), and attaches to every closed oriented surface S a finite dimensional vector
space τ (S) (in fact, it also attaches data to surfaces with punctures). Moreover,
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if M is an oriented 3-manifold with boundary ∂M = S1 − S2 (i.e., a cobordism
between S1 and S2), then we have a linear operator τ (M) : τ (S1) → τ (S2), and
concatenation of cobordisms corresponds to composition of operators. In this sense,
τ is a functor from the category of cobordisms between closed oriented 2-manifolds
to the category of vector spaces. Furthermore, this functor is monoidal with respect
to the symmetric monoidal structure on cobordisms defined by disjoint union. Such
a data is called a 3-dimensional topological quantum field theory (TQFT); thus, any
modular category gives rise to a 3-dimensional TQFT.

Note that the mapping class group Aut(S) acts on the space τ (S), since every
orientation preserving automorphism g of S in particular defines a cobordism Mg

from S to S. The collection of data τ (S) and τ (Mg) is called the Modular functor
attached to C; this is part of the information of the 3-dimensional TQFT attached
to C.

Note that a closed oriented 3-manifold M may be viewed as a cobordism of
an empty surface to itself. Since τ (∅) = C, this means that τ (M) is a complex
number, which is a closed oriented 3-manifold invariant. This is in fact the same
Reshetikhin-Turaev invariant as the one described above, defined using surgery.

There is an explicit way to calculate the invariant τ (M) for a closed manifold
M using a Heegaard splitting. Namely, recall that any 3-manifold admits a Heegard
splitting by a closed oriented surface S into a union of two handlebodies B,B∗

bounded by S. Now, let B be a handlebody with ∂B = S. Then B may be viewed
as a cobordism from ∅ to S, so τ (B) is a vector in τ (S). Similarly, if B∗ is the same
handlebody with opposite orientation (so that ∂B∗ = −S), then τ (B∗) ∈ τ (S)∗.
So if a 3-manifold M is obtained by gluing B and B∗ using g ∈ Aut(S) (provided
by a Heegaard splitting), then τ (M) = (τ (B∗), τ (g)τ (B)).

Let us briefly describe the construction of the space τ (S). To construct τ (S),
first consider the case when S is a genus zero surface with boundary: ∂S =

∑
i αi−∑

j βj , and assume that to each component γ of ∂S we have attached a simple

object Xγ of C. Then we set τ (S) = HomC(⊗iXαi
,⊗jXβj

) (note that at least
up to a non-canonical isomorphism, this is independent on the order of boundary
components, as C is braided). Then for a closed S, cut it into genus zero surfaces

with boundary Sk, and define τ (S) by the formula τ (S) := ⊕L ⊗k τ (S
(L)
k ), where

L runs over all labelings of all the cuts by simple objects of C. One of the main
results is that τ (S) defined in this way is independent on the way of cutting. For
example, if S is a torus, then we can cut it into a sphere with two holes (a pipe) by
one cut along a curve γ. Thus, τ (S) = ⊕X HomC(X,X) = ⊕X HomC(1, X ⊗X∗),
where X runs over simple objects of C. The action of the mapping class group
Aut(S) = SL2(Z) on this space is exactly the SL2(Z) representation attached to
the modular category C (defined by the S-matrix and the twists).

To define the vector τ (B), let g be the genus of S, and fix a cutting of S by
g cuts along the A-cycles γ1, ..., γg. We will then obtain a sphere with 2g holes,
so τ (S) = ⊕X1,...,Xg

HomC(1, X1 ⊗ X∗
1 ⊗ ... ⊗ Xg ⊗ X∗

g . In particular, one direct
summand in this sum corresponds to the case X1 = ... = Xg = 1; this gives an
inclusion of C into τ (S), and the vector τ (B) is just the image of 1.

An interesting special case is C = Z(D), where D is a spherical fusion category
(so the multiplicative central charge of C is 1 by the result of Müger [Mu4]).
Turaev and Virelizier showed in [TurVire] that in this case the Reshetikhin-Turaev
invariants attached to C coincide with the Turaev-Viro invariants corresponding to
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D introduced in [TurViro], see [BalK] and references therein. Moreover, in this
case the invariants come from a fully extended topological quantum field theory,
see [Lur] and [DouSS].

For more details on the basics of 3-dimensional topological quantum field the-
ories and the corresponding link and 3-manifold invariants, see the book [Tu4].

8.27.10. Kernel of the modular representation and higher Frobenius-
Schur indicators. Recall from Section 8.16 that given a modular tensor category,
one constructs a modular representation of the modular group SL2(Z). It was
conjectured that this representation has the following congruence subgroup property:
its kernel contains a congruence subgroup, that is, the kernel of the reduction
homomorphism SL2(Z)→ SL2(Z/NZ) for some positive integer N . In particular,
the image of the modular representation is finite. A physical argument in favor of
this conjecture was given by Bantay [Ban] in the context of conformal field theory.
It was shown by Xu [X2] that it is possible to make Bantay’s arguments completely
rigorous in the operator algebras approach to conformal field theory. However
since it is not known whether an arbitrary modular category can be realized via a
conformal field theory, the conjecture remained open.

Then Sommerhauser and Zhu [SoZ] introduced a new approach based on the
theory of higher Frobenius-Schur indicators, see e.g. [KaSZ]. These indicators
encode the information on the action of the cyclic group Z/nZ on the vector space
Hom(1, X⊗n) for a simple object X. For instance, in the case n = 2 the Frobenius-
Schur indicator takes value 0 if the object X is not self-dual and the value ±1
otherwise; the sign here expresses the distinction between the objects which are
“orthogonal” or “symplectic” in a suitable sense. Sommerhauser and Zhu [SoZ]
introduced some further generalizations of Frobenius-Schur indicators and gave a
proof of the congruence subgroup property for the Drinfeld doubles of semisimple
Hopf algebras. The theory of higher Frobenius-Schur indicators was extended by
Ng and Schauenburg to the case of (spherical) fusion categories in [NgS1]. Further-
more, a complete proof of the congruence subgroup property was given in [NgS2].

These ideas play a significant role in a recent proof [BrNRW] of important
Wang’s conjecture: there are just finitely many modular tensor categories of a given
rank (i.e., the number of simple objects). The classification of modular categories
of rank ≤ 5 is currently known, see [BrNRW].

8.27.11. Modular invariants. Let C be a modular tensor category realized
as a representation category of a suitable vertex operator algebra V , see Section
8.27.6. From a physical point of view, the algebra V encodes the data of a chiral
conformal field theory. In order to pass to the full conformal field theory, one needs
to specify a bulk algebra which is a Lagrangian étale algebra (see 8.27.2) in the
modular tensor category C�Crev, see e.g. [FuRS1]. The class of such an algebra in
the Grothendieck ring of C � Crev can be considered as a matrix with non-negative
integer entries where the columns and rows are labeled by the simple objects of C.
It is known (see [BocEK1, FuRS1]) that this matrix commutes with the modular
representation associated with C, see Section 8.16. In other words, this matrix is a
modular invariant, i.e., a matrix with nonnegative integer entries commuting with
the modular representation and such that the diagonal entry corresponding to the
unit object of C equals 1.
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The knowledge of the modular invariant is equivalent to the knowledge of the
partition function of the corresponding conformal field theory which is an important
quantity from the point of view of physics. This motivates an interest in search
and classification of modular invariants for various vertex algebras V . Many results
in this direction are available in the literature, see e.g. [DiMS, Chapter 17] and
references therein. Modular invariants for C = Z(VecG) were classified by Davydov
in [Da5]. A famous result of Cappelli, Itzykson, Zuber and Kato [CapIZ, Kat]
states that the classification of modular invariants for the categories associated with
sl2 (see Example 8.18.5) follows the same pattern as Dynkin diagrams of ADE type.
In a subsequent work, Gannon gave a similar classification of modular invariants
in the case of sl3, see [Gann1]. Conversely, given a modular invariant, one can
ask whether it comes from a Lagrangian algebra. There are examples when such
an algebra does not exist (see e.g. [ScheY, Vers]) and when such an algebra is
not unique, see e.g. [BocE]. Group-theoretical examples of non-unique Lagrangian
algebras behind the Cardy modular invariant were classified in [Da6].

8.27.12. Modular categories and character sheaves. Modular categories
play a role in the theory of character sheaves. Namely let G be an algebraic group
over a finite field Fq. For any n ∈ Z>0 the group G(Fqn) of Fqn -points of G is finite.
One observes that for some groups G complex characters of the finite groups G(Fqn)
vary nicely with the value of n; for example in the case G = GLm the degrees of the
irreducible complex characters are given by some polynomials (independent of q and
n but depending on m) evaluated at qn. Lusztig suggested that such phenomena
are explained by the existence of a geometric theory of characters (making sense
over arbitrary field) where the complex characters are replaced by certain perverse
�-adic sheaves on the group G. He developed such a theory in the case of reductive
groups G, see [Lus1]. Later, Boyarchenko and Drinfeld developed a similar theory
in the case of unipotent groups G following an idea by Lusztig, see [BoyD].

An important question in such a theory is a classification of irreducible char-
acter sheaves. It turns out that isomorphism classes of such sheaves naturally
split into a disjoint union of finite subsets of size which is independent of n (and,
sometimes, of q). Moreover, the elements of such subsets are naturally labeled by
irreducible objects of some modular categories; furthermore, the transition matrix
between the characteristic functions of character sheaves (where the values of the
characteristic functions are given by the traces of the action of the Frobenius endo-
morphism on the stalks) and the complex characters coincides with the S-matrix of
the corresponding modular category. This is explained by the existence of a tensor
operation on the character sheaves (convolution or its truncated version) such that
the suitable categories of character sheaves acquire a structure of a modular tensor
category, see [BezFO, BoyD, Lus6].

Modular categories that appear in the theory of character sheaves are group-
theoretical (see Section 9.7). However it is expected that there exists a generaliza-
tion of this theory where the Weyl group of G is replaced by an arbitrary Coxeter
group, see [Lus6]. In particular, the dihedral Coxeter groups should produce mod-
ular categories closely related with the Verlinde categories (see Example 4.10.6) and
the Coxeter group of type H4 should give rise to a new exotic example of modular
tensor category, see [Mal].
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8.27.13. Modular categories and anyons. It is well known that the sta-
tistical properties of point-like objects (or quasi-particles) in physics are described
either by the Bose-Einstein (for bosons) or by the Fermi-Dirac (for fermions) statis-
tics. However for quasi-particles in two dimensions there is a theoretical possibility
of more general statistics described via representations of the braid groups (this is
a reflection of the fact that the fundamental group of the configuration space of
points in 2 dimensions is the braid group while in 3 and higher dimensions it is iso-
morphic to the symmetric group). Such quasi-particles are called anyons and there
are experimental indications that they do exist, see e.g. [Wi, Ster]. It is expected
that the statistics of anyons is described by modular tensor categories, and we refer
the reader to [Kit2, KitK, Kon] for an account of the theory. For example pointed
modular categories correspond to abelian anyons and such quasi-particles were de-
tected in quasi-particle systems related to the fractional quantum Hall effect. The
non-abelian anyons should correspond to non-pointed modular categories and are
expected to exist in some states of the fractional quantum Hall effect. However the
experimental evidence for the existence of non-abelian anyons is not yet conclusive.
On the theoretical side Kitaev and Levin-Wen constructed explicit hamiltonians
describing statistical physics models with anyonic behaviour [Kit1, LeW]. The
non-abelian anyons play a significant role in topological quantum computing, which
is one of the approaches to actual implementation of quantum computers, see e.g.
[NSSFS, KiSV, WangZ, KoKR].

8.27.14. Pointed tensor categories. An interesting problem is to classify
pointed finite tensor categories, i.e. those whose simple objects are invertible. This
problem is equivalent to classifying finite dimensional basic quasi-Hopf algebras up
to twisting (recall that “basic” means that every simple module is 1-dimensional).
Isomorphism classes of simple objects in such a category form a finite group G, and
it is interesting to classify the corresponding categories for any given G.

In the case of Hopf algebras, this problem (i.e., the problem of classification
of pointed Hopf algebras) has been thoroughly studied in the works of Angiono,
Andruskiewitsch, Heckenberger, Schneider, and others, see Section 8.25. Let us
discuss the general (quasi-Hopf) case, in which less is known.

Let us assume that chark = 0. In this case, we have seen in Theorem 4.4.1
that if G = 1 then C = Vec. In the case of G = Z/pZ, where p is a prime,
the classification was obtained in [EtG8]; besides semisimple examples and the
well known pointed Hopf algebras whose grouplike elements form a cyclic group of
prime order ([AndrS]) , this classification involves some basic quasi-Hopf algebras
which are not Hopf algebras, introduced in [EtG7, EtG6], [Gel1]. These examples
and classification were extended to cyclic groups G of composite order coprime to
2, 3, 5, 7 in [Ang1].
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CHAPTER 9

Fusion categories

In this Chapter the ground field k is assumed to be algebraically closed of
characteristic 0 unless otherwise specified. Section 9.16 is an exception from this
rule.

9.1. Ocneanu rigidity (absence of deformations)

Here we discuss vanishing of the Davydov-Yetter cohomology and absence of
deformations for multifusion categories.

We start with the following algebraic warm-up. Let A be a Frobenius algebra in
Vec (see Definition 7.20.3). This means that A has a coassociative comultiplication
Δ : A→ A⊗k A that is an A-bimodule homomorphism, i.e.,

Δ(xy) = (x⊗ 1)Δ(y) = Δ(x)(1⊗ y)

for all x, y ∈ A. Note that m ◦ Δ : A → A is a homomorphism of bimodules;
in particular, the element u := m ◦ Δ(1) is central in A. Recall that we say that
A is separable if the composition m ◦ Δ : A → A, where m : A ⊗ A → A is the
multiplication of A, is an isomorphism. This is equivalent to u being invertible. In
this case the map x 
→ Δ(u−1x) is a right inverse of m.

Consider the Hochschild complex C•(A) of A with Cn(A) = Homk(A
⊗n, A)

for n ≥ 0 (we set A⊗0 = k) and the differential map dn : Cn(A)→ Cn+1(A) given
by

dnf(x1, . . . , xn+1) = x1f(x2, . . . , xn+1) +

n∑
i=1

(−1)if(x1, . . . , xixi+1, . . . , xn+1)

+(−1)n+1f(x1, . . . , xn)xn+1

for f ∈ Cn(A).
Let Hn(A) denote the n-th cohomology of C•(A), called the n-th Hochschild

cohomology of A (it is commonly denoted HHn(A,A)). The following result is well
known.

Proposition 9.1.1. For a separable algebra A one has Hn(A) = 0 for n > 0.

Proof. Let f ∈ Cn(A), n ≥ 1 be such that dnf = 0. Define f̃ ∈ Cn−1 by

(9.1) f̃(x1, . . . , xn−1) := u−111f(12, x1, . . . xn−1).

For f ∈ C1(A) we define f̃ ∈ C0(A) by f̃(1) = u−111f(12), where Δ(1) = 11 ⊗ 12
(Sweedler’s notation). We compute

u dnf̃(x1, . . . , xn) =

= x111f(12, x2, . . . , xn)− 11f(12, x1x2, . . . , xn) + · · ·
· · ·+ (−1)n−111f(12, x1, . . . , xn−1xn) + (−1)n11f(12, x1, . . . , xn−1)xn.

275
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The condition dnf = 0 yields

(−1)n−111f(12, x1, . . . , xn−1xn) =

= 1112f(x1, . . . , xn)− 11f(12x1, . . . , xn) + · · ·
· · ·+ (−1)n−111f(12, x1, . . . , xn−2xn−1, xn)

+(−1)n+111f(12, x1, . . . , xn−1)xn.

Combining these two formulas and using that x111 ⊗ 12 = 11 ⊗ 12x1 we obtain,
after cancellations, that dnf̃ = f , i.e., each n-cocycle is a coboundary. Thus,
Hn(A) = 0. �

Remark 9.1.2. Another standard proof of this result is as follows. For any
algebra A, one has Hn(A) = ExtnA−bimod(A,A). But if A is separable then it is
semisimple, so the category of A-modules and A-bimodules is semisimple. Hence
the functor Extn vanishes in this category for all n > 0.

Now let C be a multifusion category, and let A := HomC�Cop(1,1) be the
canonical Frobenius algebra associated to C, see Definition 7.9.12 and Section 7.20.
Recall the Hochschild complex C•(A) of A from Section 7.22; by Proposition 7.22.7,
this complex is isomorphic to the Davydov-Yetter complex of C.

Theorem 9.1.3. Let k be an algebraically closed field of characteristic 0 and
let C be a multifusion category over k. Then Hn(C) = 0 for all n > 0.

Proof. By Proposition 7.22.7, the statement is equivalent to Hn(A) = 0 for
all n > 0. To prove the latter we use the same argument as in the proof of
Proposition 9.1.1. Namely, for an n-cocycle f ∈ Cn(A) we define f̃ ∈ Cn−1(A)
as follows. Let u = m ◦Δ ◦ e : 1 � 1 → A, where e : 1 � 1 → A is the unit of A,
and let u−1 : 1 � 1 → A be the convolution inverse of u, i.e., the morphism such
that m(u ⊗ u−1) = e (this inverse exists by Corollary 7.21.19). Set f̃ to be the
composition

(9.2) A⊗(n−1) ∼= (1 � 1)⊗A⊗(n−1) Δ◦u−1⊗id−−−−−−→ A⊗(n+1) id⊗f−−−→ A⊗A
m−→ A.

The morphism (9.2) is a categorical analog of the map (9.1). The same computation
as in the proof of Proposition 9.1.1 (with linear maps replaced by morphisms in

C � Cop) shows that dnf̃ = f , i.e., Hn(A) = 0. �

Theorem 9.1.4. A multifusion category does not admit nontrivial deforma-
tions. In particular, the number of multifusion categories (up to equivalence) with
a given Grothendieck ring is finite.

Proof. Let C be a multifusion category. By Theorem 9.1.3, Hi(C) = 0, i > 0,
in particular H3(C) = 0.

Now, consider the set X of all admissible associativity constraints for a mul-
tifusion category with the same Grothendieck ring as C. It is an affine algebraic
variety. This variety is acted upon by the affine algebraic group G of twists (i.e.,
gauge transformations). For x ∈ X, let Cx denote the multifusion category with
associativity constraint x. For any point x ∈ X we have the morphism of varieties
fx : G → X, g 
→ g · x, with differential (dfx)1 : Lie(G) → TxX, where TxX is
the tangent space to X at x. It is straightforward to derive from the definition
of an associativity constraint that TxX equals the space of 3-cocycles Z3(Cx) and
(dfx)1(Lie(G)) equals the space of 3-coboundaries B3(Cx) (the details are left as an
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exercise). Therefore, the quotient TxX/(dfx)1(Lie(G)) is equal to H3(Cx) = 0, i.e.,
(dfx)1 is surjective. This implies by a standard argument from algebraic geometry
that all orbits Gx are open in X, and hence that there are finitely many orbits. We
are done. �

We also have the following theorem.

Theorem 9.1.5. A tensor functor between multifusion categories does not have
nontrivial deformations. In particular, the number of such functors (up to equiva-
lence) for fixed source and target categories is finite.

Proof. The proof of Theorem 9.1.5 is analogous to the proof of Theorem
9.1.4. Namely, the first part of the result follows directly from Theorem 9.1.3 for
i = 2. The second part is a consequence of the obvious combinatorial fact that
there are only finitely many homomorphisms between the Grothendieck rings of
the categories under consideration. �

Corollary 9.1.6. (i) A module category M over a multi-fusion category C
does not admit nontrivial deformations. In particular, the number of equivalence
classes of such module categories with a given number of simple objects is finite.

(ii) The number of classes of indecomposable module categories over a given
multi-fusion category C is finite.

Proof. (i) It suffices to choose a semisimple k-algebra R with number of blocks
equal to the number of simple objects inM, and apply Theorem 9.1.5 to the functor
F : C → R− bimod associated withM.

(ii) This follows from (i), as there is a bound for the number of simple objects
in any such module category. �

In particular, Corollary 9.1.6 implies that a given fusion category has finitely
many fiber functors. This is also shown in [IK] in the special case of categories
coming from subfactors (see Theorem 2.4 in [IK]).

Corollary 9.1.7. ([Stef]) The number of isomorphism classes of semisimple
Hopf algebras of a given dimension d over an algebraically closed field of character-
istic zero is finite.

Proof. It is clear that there are finitely many fusion rings of Frobenius-Perron
dimension d. Each of them has finitely many categorifications by Theorem 9.1.4.
Finally, each of these categorifications has finitely many fiber functors by Theorem
9.1.5. So the result follows from Theorem 5.3.12. �

Corollary 9.1.8. Any multifusion category, any tensor functor between such
categories, and any semisimple Hopf algebra is defined over an algebraic number
field.

Proof. This follows in a standard way from Theorem 9.1.4 and Theorem 9.1.5.
Namely, any orbit Gx from the proof of Theorem 9.1.4 is an irreducible component
of a variety defined over Q; thus it is defined over Q and has a point with coordinates
in Q. �
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9.2. Induction to the center

Let C be a fusion category. Let Z(C) be the center of C. Let I : C → Z(C) be
the right adjoint of the forgetful functor F : Z(C)→ C (7.43).

Lemma 9.2.1. Consider C as a C � Cop-module category. Then for all objects
V, W of C we have

(9.3) HomC�Cop(V, W ) ∼=
⊕

X∈O(C)
X � (∗V ⊗ ∗X ⊗W ).

Proof. Let Y1, Y2 be objects of C. We compute

HomC(Y1 ⊗ V ⊗ Y2, W ) ∼= HomC(Y1, W ⊗ Y ∗
2 ⊗ V ∗)

∼=
⊕

X∈O(C)
HomC(Y1, X)⊗k HomC(X, W ⊗ Y ∗

2 ⊗ V ∗)

∼=
⊕

X∈O(C)
HomC(Y1, X)⊗k HomC(Y2,

∗V ⊗ ∗X ⊗W )

∼= HomC�Cop(Y1 � Y2,
⊕

X∈O(C)
X � ∗V ⊗ ∗X ⊗W ).

Using definition (7.21) of the internal Hom, we obtain the isomorphism (9.3). �

Proposition 9.2.2. Let F : Z(C) → C and I : C → Z(C) be the forgetful
functor and induction. For any object Y in C we have

(9.4) FI(Y ) ∼=
⊕

X∈O(C)
X ⊗ Y ⊗X∗.

Proof. Observe that I(Y ) = HomZ(C)(1, Y ) (see [Bal], Theorem 2.3, for an

explicit formula for γX : X⊗I(Y )→ I(Y )⊗X). The result follows from combining
Proposition 7.12.28 (applied to the pair of dual categories C � Cop and Z(C)) and
Lemma 9.2.1. �

Remark 9.2.3. The object I(1) has a canonical structure of an algebra in
Z(C). Its forgetful image

(9.5) FI(1) ∼=
⊕

X∈O(C)
X ⊗X∗

is the direct sum of the algebras X⊗X∗ from Example 7.8.4 (cf. Proposition 7.16.5).
This follows from the explicit description of the multiplication of A in Exam-
ple 7.9.14.

Lemma 9.2.4. The central structure on the object I(1) (i.e., a natural isomor-

phism γY : Y ⊗ I(1)
∼−→ I(1) ⊗ Y, Y ∈ C) is the image under ⊗ of isomorphism

(7.55):

(9.6) ρY : Y ⊗

⎛⎝ ⊕
X∈O(C)

∗X � X

⎞⎠ ∼−→

⎛⎝ ⊕
X∈O(C)

∗X � X

⎞⎠⊗ Y

from Proposition 7.18.5.
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Proof. This is a consequence of Remark 7.12.29. It says that when we view C
as a C � Cop-module category (so that the dual category is Z(C)) then the central
structure on I(1) = HomZ(C)(1,1) comes from the isomorphism

(Y � 1)⊗ HomC�Cop(1, 1) ∼= HomC�Cop(1, Y )

which is precisely (7.55). �

Exercise 9.2.5. Let C be a fusion category. Prove that invertible subobjects
of I(1) form a group isomorphic to the group Aut⊗(idC) of tensor automorphisms
of the identity functor of C.

9.3. Duality for fusion categories

By Example 7.5.4, a C-module categoryM is exact if and only if it is semisim-
ple. Our goal in this section is to prove that in this case the dual category C∗M is
also a fusion category.

Lemma 9.3.1. For any natural isomorphism φX : X
∼−→ X∗∗ the canonical

isomorphism

(9.7) Φ :=
⊕

X∈O(C)
(∗φX)−1 ⊗ φX :

⊕
X∈O(C)

∗X ⊗X
∼−→

⊕
X∈O(C)

X∗ ⊗X∗∗.

is an isomorphism between I(1) and I(1)∗∗ in Z(C).

Proof. Note that the isomorphism⊕
X∈O(C)

(∗φX)−1 � φX :
⊕

X∈O(C)

∗X � X
∼−→

⊕
X∈O(C)

X∗ � X∗∗

commutes with isomorphism (9.6), and so the result follows from Lemma 9.2.4. �

Theorem 9.3.2. The center of a fusion category is a fusion category.

Proof. Let C be a fusion category. By Theorem 7.16.1 its center Z(C) is
a finite tensor category. Let I : C → Z(C) be the right adjoint of the for-
getful functor F : Z(C) → C. We claim that I(1) is a projective object in
Z(C). Indeed, HomZ(C)(− , I(1)) ∼= HomC(F (−), 1). The forgetful functor F :
Z(C) → C is clearly exact. Since C is semisimple, 1 is injective, and so the func-
tor HomZ(C)(− , I(1)) is exact. Thus, I(1) is injective. Hence, it is projective by
Proposition 6.1.3.

Lemma 9.3.1 provides a canonical isomorphism Φ : I(1)
∼−→ I(1)∗∗, see (9.7).

Using Proposition 4.7.3 we compute its trace:

TrL(Φ) =
⊕

X∈O(C)
TrL((∗φX)−1)TrL(φX) =

⊕
X∈O(C)

|X|2 = dim(C).

Hence, TrL(Φ) 	= 0 by Theorem 7.21.12. It follows that the unit object 1 of Z(C)
is a direct summand of the projective object I(1) ⊗ I(1)∗. Hence, 1 is projective
and so Z(C) is semisimple by Corollary 4.2.13. �

Corollary 9.3.3. Let C be a fusion category and let M be a semisimple C-
module category. Then the dual tensor category C∗M is multifusion.
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Proof. It suffices to prove the statement in the case whenM is indecompos-
able. By Theorem 9.3.2 the center Z(C) is a fusion category. Hence, Z(C∗M) is
a fusion category by Theorem 7.16.1. The forgetful functor F : Z(C∗M) → C∗M is
surjective by Corollary 7.13.11. By Theorem 6.1.16 the object 1 ∈ C∗M is projective
and so C∗M is semisimple by Corollary 4.2.13. �

Recall that for a finite tensor category C one has FPdim(Z(C)) = FPdim(C)2, see
Theorem 7.16.6. For pivotal fusion categories a similar formula holds for categorical
dimensions (7.71).

Proposition 9.3.4. In any fusion category C we have

(9.8) dim(Z(C)) = dim(C)2.

Proof. First, let us prove the statement when C is pivotal. Observe that
in this case Z(C) inherits the pivotal structure from C (see Exercise 7.13.6). Let
d denote the dimension function determined by the pivotal structure on C. The
forgetful functor F : Z(C) → C preserves dimensions, therefore, applying it to the
virtual object

∑
Z∈O(Z(C)) d(Z)Z ∈ K(Z(C))⊗Z k, we obtain

F (
∑

Z∈O(Z(C))
d(Z)Z) =

∑
Z∈O(Z(C))

∑
X∈O(C)

d(Z)[F (Z) : X]X

=
∑

X∈O(C)

∑
Z∈O(Z(C))

d(Z)[I(X) : Z]X

=
∑

X∈O(C)
d(I(X))X = dim(C)

∑
X∈O(C)

d(X)X.

Here I : C → Z(C) denotes the induction functor and d(I(X)) = dim(C)d(X) by
Proposition 9.2.2. Taking dimensions of both sides of the equality

F (
∑

Z∈O(Z(C))
d(Z)Z) = dim(C)

∑
X∈O(C)

d(X)X,

we obtain (9.8).

Next, consider an arbitrary fusion category C. Let C̃ be its pivotalization, see
Definition 7.21.9. We have dim(C̃) = 2 dim(C). Since C̃ is a Z/2Z-equivariantization
of C, we can use Corollary 8.23.13 to compute

dim(Z(C)) = 1

4
dim(Z(C̃)) = 1

4
dim(C̃)2 = dim(C)2,

as required. �

Corollary 9.3.5. Let C be a ribbon fusion category. For each simple object

X ∈ C the number dim(C)
dim(X) is an algebraic integer.

Proof. By Proposition 9.3.4 we have dim(Z(C)) = dim(C)2. Since C is a fusion
subcategory of the modular category Z(C) (see Proposition 8.6.1 and Corollary
8.20.14) the result follows from Proposition 8.14.6. �

We recover the classical result of Frobenius in the representation theory of finite
groups.

Corollary 9.3.6. Let G be a finite group and let V be an irreducible repre-
sentation of G. Then dimk(V ) divides |G|.
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Theorem 9.3.7. Let C be a spherical fusion category. Then dim(C) can be
written as a sum of its divisors in the ring of algebraic integers, namely,

(9.9) dim(C) = 1 +
∑

Z∈O(Z(C)), Z 
�1

[F (Z) : 1] dim(Z).

Proof. This result is immediately obtained by computing the dimension of
I(1) in two ways. On the one hand, the dimension is equal to dim(C) by (9.5). On
the other hand, I(1) = ⊕Z∈O(Z(C)) [F (Z) : 1]Z, hence dim(I(1)) equals to the right
hand side of (9.9). The divisibility condition follows from Proposition 8.14.6. �

Example 9.3.8. Let C = Rep(G), where G is a finite group. In this case I(1)
is the group algebra of G viewed as a representation of G under the conjugation
action. So the simple subobjects of I(1) in Z(Rep(G)) are conjugacy class sums of
G and (9.9) is precisely the class equation of G.

Proposition 9.3.9. Let C be a fusion category and letM be an indecomposable
C-module category. Then

dim(C) = dim(C∗M).

Proof. By Corollary 9.3.3 the category C∗M is fusion. By Corollary 7.16.2
Z(C) ∼= Z(C∗M) and so

dim(C)2 = dim(Z(C)) = dim(Z(C∗M)) = dim(C∗M)2.

Since the categorical dimension of a fusion category is totally positive (Proposi-
tion 7.21.14) the result follows. �

Next, we discuss cyclotomicity of dimension functions. As before, let C be a
fusion category and let Z(C) be its center. The forgetful functor Z(C)→ C induces
a homomorphism of the Grothendieck rings F : Gr(Z(C))→ Gr(C). It is clear that
the image of this map is contained in the center Z(Gr(C)) of the ring Gr(C).

Lemma 9.3.10. The map Gr(Z(C))⊗ Q→ Z(Gr(C))⊗ Q is surjective.

Proof. Let I : C → Z(C) denote the induction functor, see Section 9.2. We
will denote the induced map Gr(C) → Gr(Z(C)) by the same letter. By Proposi-
tion 9.2.2 we have F (I(X)) =

∑
Y ∈O(C) Y XY ∗ for any X ∈ Gr(C). In particular,

for X ∈ Z(Gr(C)) we have F (I(X)) = X
∑

Y ∈O(C) Y Y ∗. Note that the operator of

multiplication by the element
∑

Y ∈O(C) Y Y ∗ ∈ Z(Gr(C)) is a self-adjoint positive

definite operator Gr(C)→ Gr(C) (with respect to the usual scalar product defined by
(X, Y ) = δX,Y for X,Y ∈ OC)) and, hence, invertible. The lemma is proved. �

Theorem 9.3.11. Let C be a fusion category and let L be an irreducible repre-
sentation of Gr(C) over k. There exists a root of unity ξ such that for any object
X ∈ Gr(C) one has Tr(X, L) ∈ Z[ξ].

Proof. Recall that the pivotalization of C is a spherical fusion category C̃
endowed with a surjective tensor functor C̃ → C which maps simple objects of C̃ to
simple objects of C, see Definition 7.21.9 and Corollary 7.21.10. Hence the induced
map Gr(C̃)→ Gr(C) is surjective, and pullback of any irreducible representation of

Gr(C) is an irreducible representation of Gr(C̃). Therefore if Theorem 9.3.11 holds

for C̃ then it also holds for C. Thus in the rest of the proof we can and will assume
that the category C is spherical. In particular the center Z(C) is modular, see
Corollary 8.20.14
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By Exercise 9.3.12 below the element eL =
∑

Y ∈O(C) Tr(Y, L)Y
∗ is propor-

tional to a primitive central idempotent in Gr(C) ⊗ k. By Lemma 9.3.10, there
exists a primitive idempotent ẽL ∈ Gr(Z(C)) ⊗ k such that eL is proportional to
F (ẽL). It follows from Corollary 8.14.5 that any idempotent of Gr(Z(C))⊗k can be
expressed in terms of the S-matrix of the category Z(C). By Theorem 8.14.7 there
exists a root of unity ξ such that the entries of the S-matrix lie in Q(ξ) and thus
ẽL ∈ Gr(Z(C))⊗ Q(ξ). Hence eL is proportional to some element of Gr(C)⊗ Q(ξ).
Now the coefficient of 1 ∈ Gr(C) in eL equals to dim(L) ∈ Q(ξ) and is nonzero.
Hence eL ∈ Gr(C) ⊗ Q(ξ) and Tr(Y, L) ∈ Q(ξ). Obviously the number Tr(Y, L)
is an algebraic integer, and the ring of integers in Q(ξ) is Z[ξ]. The theorem is
proved. �

Exercise 9.3.12. Let A be a based ring of finite rank with basis {bi} and
let L be an irreducible representation of A over an algebraically closed field k

of characteristic zero. Show that the element eL =
∑

i Tr(bi, L)b
∗
i ∈ A ⊗ k is

central. Moreover, it acts by zero on any irreducible representation of A which
is not isomorphic to L. In other words, eL is proportional to a primitive central
idempotent of A⊗ k.

Hint: the ring A⊗ k is semisimple by Corollary 3.7.7.

Corollary 9.3.13. Any irreducible representation of Gr(C) is defined over
some cyclotomic field. In particular for any homomorphism φ : Gr(C)→ C and any
object X ∈ C we have φ(X) ∈ Q[ξ] for some root of unity ξ.

Proof. Let Qab be the field of all cyclotomic numbers. We already proved that
Gr(C) ⊗ Qab decomposes into direct sum of simple algebras (such a decomposition
is the same as the decomposition of 1 ∈ Gr(C) into the sum of primitive central
idempotents). Now it is well known that the Brauer group of Qab is trivial (see [Se,
p.162]). The result follows. �

Corollary 9.3.14. Let C be a fusion category. There exists a root of unity ξ
such that for any object X of C one has FPdim(X) ∈ Z[ξ].

9.4. Pseudo-unitary fusion categories

Proposition 9.4.1. Let C be a fusion category over C. For every X ∈ O(C)
one has

(9.10) |X|2 ≤ FPdim(X)2

and, hence, dim(C) ≤ FPdim(C).

Proof. This is [ENO2, Proposition 8.21]. It suffices to prove this statement
when C has a pivotal structure. Indeed, one can always pass to the pivotalization
C̃ of C from Section 7.21 (since the forgetful functor C̃ → C preserves the squared
norms of simple objects and Frobenius-Perron dimensions). As we have seen in the
proof of Theorem 7.21.12, in the pivotal situation for any simple X its squared norm
|X|2 is an eigenvalue of the non-negative integral matrix NXN∗

X . By the Perron-
Frobenius Theorem 3.2.1 we have |X|2 ≤ FPdim(X ⊗X∗) = FPdim(X)2. �

Proposition 9.4.2. For any fusion category C over C, the ratio dim(C)
FPdim(C) is an

algebraic integer ≤ 1.
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Proof. That the ratio is ≤ 1 follows from inequality (9.10).
First, note that it suffices to prove the algebraic integrality statement in the case

when C is spherical. Indeed, let C̃ be the pivotalization of C, see Definition 7.21.9.
By Corollary 7.21.10 C̃ is spherical and

dim(C̃)
FPdim(C̃)

=
2 dim(C)

2FPdim(C) =
dim(C)

FPdim(C) .

Next, we can assume that C is modular. This is because we can replace C by its
center Z(C) since

dim(Z(C))
FPdim(Z(C)) =

(
dim(C)

FPdim(C)

)2

,

thanks to Theorem 7.16.6 and Proposition 9.3.4.
Let S = {sXY } denote the S-matrix of C, see Section 8.13. The Frobenius-

Perron dimension is a homomorphism fromK0(C) to C, hence, it must be of the form
(8.51). Thus, there exists a canonical simple object X ∈ C such that FPdim(Z) =
sZX

dX
for all simple objects Z in C. Therefore,

FPdim(C) =
∑
Z

FPdim(Z)2 =
∑
Z

sZX

dX

sZ∗X

dX
=

dim(C)
d2X

.

Thus, dim(C)
FPdim(C) = d2X . The latter is an algebraic integer since d : K0(C) → C is a

homomorphism. �

Remark 9.4.3. It follows from (9.10) that if dim(C) = FPdim(C) then |X|2 =
FPdim(X)2 for all objects X ∈ O(C).

Definition 9.4.4. A fusion category C over C is called pseudo-unitary if its
categorical and Frobenius-Perron dimensions are equal, i.e., dim(C) = FPdim(C).

We see that C is pseudo-unitary if and only if |X|2 = FPdim(X)2 for all simple
X ∈ C.

Example 9.4.5. Let G be a finite group. Then Rep(G) is a pseudo-unitary
category.

Exercise 9.4.6. (i) Let Ck(q) be the Verlinde categories from Example 8.18.5.
Show that in these categories |Vm|2 = [m]2q.

(ii) Using the above formula, determine for which q the category Ck(q) is pseudo-
unitary.

(iii) In particular, show that among the two non-equivalent Yang-Lee catego-
ries Y L+, Y L− (see Exercise 8.18.7), one is pseudo-unitary and the other is not.
Compute explicitly |X|2 in both of these categories.

(iv) Show that Deligne’s tensor product C := Y L+ � Y L− of the two non-
equivalent Yang-Lee categories has integer categorical dimension dim(C), but non-
integer Frobenius-Perron dimension FPdim(C). What are these dimensions?

Remark 9.4.7. If k = C, then one can introduce the notion of a Hermitian
fusion category; it is a fusion category with nondegenerate Hermitian forms on
morphism spaces between tensor products, subject to certain axioms. A Hermitian
category is called unitary if these forms are positive definite (see [Gal], [Kir2],
[Tu4] for more details). For instance, Rep(G) for a finite group G is a unitary
category (since all irreducible complex representations of G have positive definite
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Hermitian inner products); also, fusion categories coming from subfactors are uni-
tary by construction.

It can be shown that any unitary fusion category is pseudounitary, which justi-
fies the term “pseudounitary category” (the advantage of this notion is that it does
not require using any Hermitian forms).

We note that we do not know an example of a fusion category over C which
does not admit a Hermitian structure, or a pseudo-unitary fusion category which
does not admit a unitary structure.

9.5. Canonical spherical structure

Let C be a fusion category over C. By Corollary 7.19.3, in any fusion category
there is a natural tensor isomorphism gX : X

∼−→ X∗∗∗∗. Let aX : X
∼−→ X∗∗ be a

natural (not necessarily tensor) isomorphism such that aX∗∗ ◦ aX = gX (i.e., aX is
a square root of gX). For all X, Y, V ∈ O(C) let

(9.11) bVXY : HomC(V, X ⊗ Y )
∼−→ HomC(V

∗∗, X∗∗ ⊗ Y ∗∗)

be a linear isomorphism such that

aX ⊗ aY =
⊕

V ∈O(C)
bVXY ⊗ aV .

Note that the source and target of (9.11) are canonically isomorphic so that we can
regard bVXY as an automorphism of HomC(V, X⊗Y ). The natural isomorphism aX
is tensor (i.e., is a pivotal structure) if and only if bVXY = id for all X, Y, V ∈ O(C).
Since aX is a square root of a tensor isomorphism gX , we see that (bVXY )

2 = id.
The integers

NV
XY = dimC HomC(V, X ⊗ Y ) and TV

XY = Tr(bVXY ),

where Tr denotes the trace of a linear transformation, satisfy inequality

(9.12) |TV
XY | ≤ NV

XY .

The equality TV
XY = NV

XY occurs if and only if bVXY = id, i.e., if and only if aX is
a pivotal structure.

For any X ∈ O(C) let dX = Tr(aX). Then

dXdY =
∑

V ∈O(C)
TV
XY dV .

Furthermore, |X|2 = |dX |2 for every X ∈ O(C).

Proposition 9.5.1. A pseudo-unitary fusion category admits a unique spheri-
cal structure aX : X

∼−→ X∗∗ with respect to which dX = FPdim(X) for every simple
object X.

Proof. Let C be a pseudo-unitary fusion category. Let gX : X
∼−→ X∗∗∗∗ be

a tensor isomorphism and aX : X
∼−→ X∗∗ be its square root as before. The idea

of the proof is to twist gX by an appropriate tensor automorphism of the identity
endofunctor of C in such a way that the dimensions corresponding to the square
root of the resulting isomorphism become positive real numbers.
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We have |dX | = FPdim(X) for any simple object X, therefore, using (9.12), we
obtain:

FPdim(X) FPdim(Y ) = |dXdY | = |
∑

V ∈O(C)
TV
XY dV |

≤
∑

V ∈O(C)
NV

XY FPdim(V ) = FPdim(X) FPdim(Y ),

for all X, Y ∈ O(C). Hence, the inequality in the above chain is an equality, i.e.,
T V
XY = ±NV

XY and the ratio dXdY

dV
is a real number whenever NV

XY 	= 0. Thus,
d2
Xd2

Y

d2
V

is a positive number whenever V is contained in X ⊗ Y .

The latter property is equivalent to σX := |dX |2
d2
X

idX being a tensor automor-

phism of the identity endofunctor of C. Let us replace gX by gX ◦ σX (so it is

still a tensor isomorphism X
∼−→ X∗∗∗∗). The square root of the latter is aX ◦ τX ,

where τX = |dX |
dX

idX . The dimensions corresponding to aX ◦ τX are now such that

dX = |dX |, i.e., are positive real numbers (and σX = idX). This forces TV
XY = NV

XY .
Thus, aX ◦ τX is a spherical structure on C. �

9.6. Integral and weakly integral fusion categories

Definition 9.6.1. A fusion category C is called weakly integral if FPdim(C) ∈ Z.
It is called integral if FPdim(X) ∈ Z for any object X of C.

Exercise 9.6.2. Let C be a spherical fusion category such that dimensions of
all its objects are integers. Prove that C is integral, and that dim(X) = ±FPdim(X)
for any simple object X of C. Hint: Use argument in the proof of Proposition 9.4.2

to show that dim(C)
FPdim(C) is an integer since it equals dimension of some object in C.

Clearly, C is integral (respectively, weakly integral) if K0(C) is integral (respec-
tively, weakly integral) in the sense of Definition 3.5.5.

Exercise 9.6.3. Show that the categories C2(q), where q is a primitive 8th
root of unity (the Ising categories, see Example 8.18.5) are weakly integral, but not
integral. Show that Ck(q) are not weakly integral for any k > 2.

Remark 9.6.4. By Proposition 6.1.14, the most general example of an integral
fusion category is the representation category of a finite dimensional semisimple
quasi-Hopf algebra.

A basic example of a weakly integral fusion category which is not integral
is the Tambara-Yamagami category (see [TaY]), which categorifies the Tambara-
Yamagami fusion ring, see Example 4.10.5. The Ising category C2(q) is the simplest
special case of this class of fusion categories.

Proposition 9.6.5. Let C be a weakly integral fusion category defined over C.
Then C is pseudo-unitary.

Proof. It is shown in Proposition 9.4.2 that the ratio dim(C)
FPdim(C) is an algebraic

integer ≤ 1. Let D := dim(C), let D1 = D, D2, . . . , DN be algebraic conjugates
of D, and let g1, . . . , gN be the elements of the Galois group Gal(Q/Q) such that
Di = gi(D). Applying Proposition 9.4.2 to the category gi(C) (obtained from C by
applying gi to its structural constants, which can be chosen to be algebraic numbers
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by Corollary 9.1.8) we see that dim(gi(C))
FPdim(C) = Di

FPdim(C) is an algebraic integer ≤ 1.

Therefore,
N∏
i=1

Di

FPdim(C)
is an algebraic integer ≤ 1. But this product is a rational number. So it must be
equal to 1, and so all the factors are equal to 1. Thus, dim(C) = FPdim(C), as
desired. �

Corollary 9.6.6. A weakly integral fusion category C admits a unique spheri-
cal structure aX : X

∼−→ X∗∗ with respect to which dX = FPdim(X) for every simple
object X in C.

Proof. This follows from Propositions 9.5.1 and 9.6.5. �

Corollary 9.6.7. (Larson and Radford, [LaR1]). Let H be a semisimple
Hopf algebra over a field k of characteristic zero. Then S2 = id on H.

Proof. The category Rep(H) is an integral fusion category, in which Frobe-
nius-Perron dimensions are the usual vector space dimensions. So by Corollary
9.6.6, Rep(H) has a unique spherical structure in which categorical dimensions
coincide with the vector space dimensions. This spherical structure is a grouplike
element u ∈ H such that uxu−1 = S2(x), and for every simple H-module V ,
TrV (u) = dimV . Clearly, u has finite order (as it generates a group algebra inside
H), so its eigenvalues on V are roots of unity. But if λ1, ..., λm are roots of unity,
and λ1 + ...+ λm = m then λj = 1 for all j. Thus, u = 1, and thus S2 = id. �

Remark 9.6.8. This gives another proof that a semisimple Hopf algebraH over
a field of characteristic zero is cosemisimple. Indeed, S2 = id on H, so Tr(S2) 	= 0,
and thus H is cosemisimple.

Proposition 9.6.9. Let C be a weakly integral fusion category.

(i) For any X ∈ O(C) we have FPdim(X) =
√
nX for some integer nX .

(ii) The map deg : O(C)→ Q×
>0/(Q

×
>0)

2 that takes X ∈ O(C) to the image of

FPdim(X)2 in Q×
>0/(Q

×
>0)

2 is a grading of C.

Proof. This is a direct consequence of the corresponding result about fusion
rings (Proposition 3.5.7). �

Corollary 9.6.10. Let C be a fusion category such that FPdim(C) is an odd
integer. Then C is integral.

Proof. Follows from Corollary 3.5.8. �

The next proposition shows that the class of (weakly) integral fusion categories
is closed under categorical Morita equivalence.

Proposition 9.6.11. Let C be an integral (respectively, weakly integral) fusion
category and letM be an indecomposable C-module category. Then the dual fusion
category C∗M is integral (respectively, weakly integral).

Proof. When C is weakly integral, the statement follows from Corollary 7.16.7.
Suppose C is integral. Then Z(C) is integral since the forgetful functor Z(C) → C
preserves Frobenius-Perron dimensions.
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By Corollary 7.16.2, Z(C∗M) ∼= Z(C), so Z(C∗M) is integral. The forgetful
functor Z(C∗M) → C∗M is surjective by Corollary 7.13.11. Hence, every object X
of C∗M is a subobject of an object of integral Frobenius-Perron dimension, and
FPdim(X) ∈ Z by Lemma 3.5.6. �

Exercise 9.6.12. Let Cad be the adjoint subcategory of a weakly integral fusion
category C, see Definition 4.14.5. Prove that Cad is integral.

Exercise 9.6.13. Let C be an arbitrary fusion category. Show that the full
abelian subcategory of C consisting of objects of integral Frobenius-Perron dimen-
sion is a fusion subcategory of C.

9.7. Group-theoretical fusion categories

In this Section we use categorical Morita equivalence (see Definition 7.12.17)
to introduce a basic class of fusion categories important for classification purposes.
Two additional classes will be introduced in Section 9.8.

Recall from Definition 5.11.1 that a fusion category C is pointed if every simple
object of C is invertible. The most general example of a pointed fusion category
is the category VecωG of finite dimensional vector spaces graded by a finite group
G with the associativity constraint twisted by the 3-cocycle ω ∈ Z3(G, k×), see
Example 2.3.8.

Definition 9.7.1. A fusion category is called group-theoretical if it is categor-
ically Morita equivalent to a pointed fusion category.

Recall that indecomposable VecG-module categories were classified in Exam-
ple 7.4.10 (this is the case when ω = 1). It is easy to generalize this description to
the general case.

Example 9.7.2. Equivalence classes of indecomposable right VecωG-module ca-
tegories correspond to pairs (L, ψ), where L is a subgroup of G such that ω|L×L×L

is cohomologically trivial and ψ ∈ C2(L, k×) is a 2-cochain satisfying

(9.13) d2ψ = ω|L×L×L.

The corresponding VecωG-module category is constructed as follows. Given a pair
(L, ψ) as above, define an algebra

(9.14) A(L,ψ) =
⊕
a∈L

δa

in VecωG with the multiplication

(9.15)
⊕
a,b∈L

ψ(a, b) idδab
: A(L, ψ)⊗A(L, ψ)→ A(L, ψ).

LetM(L, ψ) denote the category of left A(L, ψ)-modules in VecωG.
To see that any VecωG-module categoryM is equivalent to someM(L, ψ), note

that the set of simple objects ofM is a homogeneous G-space and so is identified
with G/L for some subgroup L of G, and that the module associativity constraint
ofM gives rise to a 2-cochain ψ ∈ C2(L, k×) satisfying (9.13).

Remark 9.7.3. Two VecωG-module categoriesM(L, ψ) andM(L′, ψ′) are equi-
valent if and only if there is g ∈ G such that L′ = gLg−1 and ψ′ is cohomologous
to ψg in H2(L′, k×), where ψg(x, y) := ψ(gxg−1, gyg−1) for all x, y ∈ L. Here we
abuse notation and identify ψ and ψ′ with cocycles representing them.
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Thus, a group-theoretical fusion category is equivalent to (VecωG)
∗
M(L,ψ), where

M(L, ψ) is the VecωG-module category from Example 9.7.2.

Example 9.7.4. The category (VecωG)
∗
M(L,ψ) can be described quite explicitly

in terms of finite groups and their cohomology as the category of A(L,ψ)-bimodules
in VecωG, where A(L,ψ) is the algebra introduced in (9.14).

For example, simple objects of (VecωG)
∗
M(L,ψ) can be described as follows.

For any g ∈ G the group Lg := L ∩ gLg−1 has a well-defined 2-cocycle

ψg(h, h′) : = ψ(h, h′)ψ(g−1h′−1g, g−1h−1g)ω(hh′g, g−1h′−1g, g−1h−1g)−1

×ω(h, h′, g)ω(h, h′g, g−1h′−1g), h, h′ ∈ Lg.

One can check that irreducible A(L,ψ)-bimodules in VecωG are parametrized by
pairs (Z, π), where Z is a double L-coset in G and π is an irreducible projective
representation of Lg with the Schur multiplier ψg, g ∈ Z.

Exercise 9.7.5. (i) Let G, L be finite groups such that G acts on L by auto-
morphisms. Let kL be the Hopf algebra of functions on L, and kG be the group
algebra of G. Let H = kL#kG be the semidirect product Hopf algebra, i.e., H
is generated by the Hopf subalgebra kL and the group of grouplike elements G
modulo commutation relations fg = gfg for f ∈ kL, g ∈ G, where fg(x) := f(gx).
Show that H is a semisimple Hopf algebra (for chark = 0), and that Rep(H) is
the G-equivariantization of VecL. Show that Rep(H) is a group-theoretical fusion
category.

(ii) More generally, let K = GL be an exact factorization of a finite group K,
i.e., G and L are subgroups of K such that the multiplication map m : G×L→ K
is bijective. In this case, L acts on the left on K/L = G (as a set). Similarly, G acts
on L = G\K on the right. So we can define a Hopf algebra H = kL#kG similarly
to (i). Namely, H has basis bx,g := δx⊗ g for x ∈ L and g ∈ G, with multiplication
law

bx,gby,h = δxg ,ybx,gh

and coproduct

Δ(bx,g) =
∑

y,z∈L:yz=x

by,zg ⊗ bz,g.

Show that H is a well defined semisimple Hopf algebra (it was introduced in works
of G. I. Kac, and is called a Kac algebra ), and Rep(H) is a group-theoretical fusion
category.

Remark 9.7.6. The class of group-theoretical fusion categories is not closed
under equivariantizations. In particular, the class of Hopf algebras with group-
theoretical representation categories is not closed under Hopf algebra extensions.

The smallest example of a semisimple Hopf algebra whose representation cate-
gory is not group-theoretical has dimension 36 [Nik2]. It is obtained as a Z/2Z-
extension of the Kac-Paljutkin Hopf algebra [KacGP] of dimension 18. Several
families of non-group-theoretical Hopf algebras obtained by equivariantization of
Tambara-Yamagami categories (see Example 4.10.5) were obtained in [GeNN,
Nik2].

Remark 9.7.7. In view of Proposition 9.6.11, group-theoretical categories are
integral.
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Definition 9.7.8. A multifusion category D is called a quotient of a fusion
category C if there is a surjective tensor functor F : C → D, cf. Definition 1.8.3.

Components of multifusion categories were studied in Section 4.3.

Proposition 9.7.9. (i) A fusion subcategory of a group-theoretical cate-
gory is group-theoretical.

(ii) A component in a quotient category of a group-theoretical category is
group-theoretical.

Proof. (i) Let C ⊂ D be fusion categories and let D be group-theoretical. Let
M be an indecomposable module category over D such that D∗

M � VecωG. Then by
Theorem 7.17.4, C∗M is a quotient of VecωG.

Let I label the component categories of C∗M. It is clear that for each g ∈ G and
i ∈ I there exists a unique g(i) ∈ I such that the functor of tensor multiplication
by δg is an equivalence Cir � Cg(i)r for each r ∈ I. Let us denote this functor by g.
So we have an action of G on I. Let j ∈ I and H be the stabilizer of j in G. For
any g ∈ H, denote by ḡjj the projection of g to the fusion category (C∗M)jj . Then
the assignment g → ḡjj is a surjective tensor functor VecωH → (C∗M)jj . This functor
must map invertible objects to invertible objects. Hence, all simple objects of C∗jj
are invertible, so C∗jj is pointed, and hence C is group-theoretical (as it is dual to
C∗jj with respect to a module category).

(ii) Let D be group-theoretical, F : D → C be surjective (C is indecomposable),
and Cii a component of C. We need to show that Cii is group-theoretical. Let
M be an indecomposable module category over C. It suffices to show that C∗M is
group-theoretical, as C∗M is dual to Cii with respect to the i-th part ofM. But by
Theorem 7.17.4, C∗M is embedded into D∗

M, so it suffices to know that D∗
M is group-

theoretical, which follows by duality from the fact that D is group-theoretical. �

9.8. Weakly group-theoretical fusion categories

The notions of a nilpotent and cyclically nilpotent fusion category were intro-
duced in Definition 4.14.14 (see also Remark 4.14.16).

Definition 9.8.1. A fusion category is weakly group-theoretical if it is categor-
ically Morita equivalent to a nilpotent fusion category. A fusion category is solvable
if it is categorically Morita equivalent to a cyclically nilpotent fusion category.

Remark 9.8.2. Since the Frobenius-Perron dimension of a fusion category is
invariant under categorical Morita equivalence, we have FPdim(A) ∈ Z for every
weakly group-theoretical fusion category A.

Let G be a finite group. Recall from Section 4.14 that a fusion category C is
called a G-extension of a fusion category D if there is a G-grading of C:

C =
⊕
g∈G

Cg,

such that C1 ∼= D.

Lemma 9.8.3. Let G be a finite group, let A be a G-extension of a fusion
category A0, and let B0 be a fusion category Morita equivalent to A0. There exists
a G-extension B of B0 which is Morita equivalent to A.

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



290 9. FUSION CATEGORIES

Proof. Let A be an algebra in A0 such that B0 is equivalent to the category
of A-bimodules in A0. Let B be the category of A-bimodules in A (we can view
A as an algebra in A since A0 ⊂ A). Then B inherits the G-grading, thanks to A
being in the trivial component of the G-graded fusion category A. By construction,
B is categorically Morita equivalent to A. �

Proposition 9.8.4. The class of weakly group-theoretical fusion categories
is closed under taking graded extensions, equivariantizations, categorically Morita
equivalent categories, tensor products, centers, subcategories and component cate-
gories of quotient categories.

Proof. The invariance under taking Morita equivalent categories and ten-
sor products is obvious. The invariance under taking extensions follows from
Lemma 9.8.3, and the invariance under equivariantizations follows from Exam-
ple 7.12.25. The invariance under taking the center then follows from Morita in-
variance, as Z(C) is categorically Morita equivalent to C � Cop. The rest of the
proof is similar to the proof of Proposition 9.7.9. To prove the invariance under
taking subcategories, let C be a weakly group-theoretical category, and D ⊂ C a
fusion subcategory. Let M be an indecomposable C-module category such that
C∗M is nilpotent. Then every component category of D∗

M is nilpotent, since it is
easy to see that every component category in a quotient of a nilpotent category is
nilpotent. The case of a component in a quotient category reduces to the case of a
subcategory by taking duals. �

Here is a list of properties of solvable categories.

Proposition 9.8.5. (i) The class of solvable categories is closed under
taking extensions and equivariantizations by solvable groups, Morita equiv-
alent categories, tensor products, subcategories and component categories
of quotient categories.

(ii) The categories VecG,ω and Rep(G) are solvable if and only if G is a solvable
group.

(iii) A solvable fusion category A 	= Vec contains a nontrivial invertible object.

Proof. (i) As in the proof of Proposition 9.8.4, everything follows from the
easy fact that a component category in a quotient of a cyclically nilpotent category
is cyclically nilpotent.

(ii) One direction is obvious, since if G is solvable, VecωG is cyclically nilpotent.
Since Rep(G) is Morita equivalent to VecG, it is also solvable by (i).

To prove the converse implication, it suffices to show that if Rep(G) is solvable
then so is G. Indeed, Z(VecωG) contains Rep(G) as a fusion subcategory, so the
solvability of VecωG implies the solvability of Rep(G) by (i). We have two possibilities:
either Rep(G) is an H-extension or Rep(G) = CH for some fusion category C, where
H is a cyclic group of prime order. In the former situation G must have a non-trivial
center Z and we can pass to the fusion subcategory Rep(G/Z) ⊂ Rep(G) which is
again solvable by (i). In the latter situation Rep(G) contains a fusion subcategory
of prime order therefore, G contains a normal subgroup G1 of prime index and
we can pass to the solvable quotient category Rep(G1). So the required statement
follows by induction.

(iii) The proof is by induction on the dimension of C. The base of induction is
clear, and only the induction step needs to be justified. If C is an extension of a
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smaller solvable category D, then either D 	= Vec and the statement follows from
the induction assumption, or D = Vec and C is pointed, so the statement is obvious.
On the other hand, if C is a Z/pZ-equivariantization of a smaller solvable category
D, then Rep(Z/pZ) sits inside C, so we are done. �

The following question is one of the main open problems in the theory of finite
dimensional Hopf algebras.

Question 9.8.6. Is the representation category of any semisimple Hopf algebra
weakly group-theoretical?

The same question may be asked about quasi-Hopf algebras.
We will show below that the answer is “yes” for categories of dimension paqb,

where p and q are primes, and a, b are non-negative integers.

9.9. Symmetric and Tannakian fusion categories

Recall from Definition 8.1.12 that a braided fusion category C is symmetric if
cY,X ◦ cX,Y = idX⊗Y for all objects X,Y ∈ C; in this case the braiding c is called
symmetric.

Example 9.9.1. (1) Let C be a pointed braided category corresponding
to a pre-metric group (Γ, q) (see Section 8.4). Such C is symmetric if and
only if the bicharacter b associated to q is trivial. Equivalently, q : Γ→ k×

is a character such that q(x) = ±1 for any x ∈ Γ.
(2) The category Rep(G) of representations of a finite group G equipped with

its standard symmetric braiding σXY (x⊗ y) := y ⊗ x is an example of a
symmetric fusion category.

(3) Let G be a finite group and let z ∈ G be a central element such that
z2 = 1. Then the fusion category Rep(G) has a braiding σ′ defined as
follows:

σ′
XY (x⊗ y) = (−1)mny ⊗ x if x ∈ X, y ∈ Y, zx = (−1)mx, zy = (−1)ny.

The fusion category Rep(G) equipped with this braiding will be denoted
by Rep(G, z).

Remark 9.9.2. Equivalently, Rep(G, z) can be described as a full subcategory
of the category of super-representations of G; namely, Rep(G, z) consists of those
super-representations V on which z acts by the parity automorphism (i.e., zv = v
if v ∈ V is even and zv = −v if v ∈ V is odd).

Example 9.9.3. Let G = Z/2Z and z be the nontrivial element of G. Then
Rep(G, z) is the category of super-vector spaces sVec.

The main result of this section is Theorem 9.9.26 (due to Deligne) which states
among other things that any symmetric fusion category over an algebraically closed
field of characteristic zero is equivalent to one from Example 9.9.1 (3) above.

Exercise 9.9.4. Prove that the categories from Example 9.9.1 (1) are of the
form Rep(G, z) for suitable G and z.

Recall that for any object V of a braided tensor category C we have an action
of the braid group Bn on the tensor power V ⊗n, see Remark 8.2.5. In the case of
a symmetric tensor category C this action factors through the symmetric group Sn

which is the quotient of Bn by the relations σ2
i = 1.
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Definition 9.9.5. The symmetric nth power Sn(V ) (or SnV ) of V is the max-
imal quotient of V ⊗n on which the action of Sn is trivial. Similarly, the exterior nth
power ∧n(V ) (or ∧nV ) of V is the maximal quotient of V ⊗n on which the action
of Sn factors through the sign representation.

Remark 9.9.6. In other words, SnV is the degree n part of the symmetric
algebra SV , which is the quotient of the tensor algebra TV by the ideal generated
by the image of idV⊗V −σ, where σ : V ⊗V → V ⊗V is the permutation. Similarly,
∧nV is the degree n part of the exterior algebra ∧V , which is the quotient of the
tensor algebra TV by the ideal generated by the image of idV⊗V +σ.

Exercise 9.9.7. Note that in a symmetric tensor category C, one can define
any linear algebraic structures that we encounter in ordinary algebra (i.e., modules
over any linear operad). The following exercise studies this notion for two important
kinds of structures – Lie algebras and Hopf algebras.

(i) A Lie algebra in a symmetric tensor category C is an (ind-)object L together
with a bracket operation β : L⊗L→ L which satisfies the skew-symmetry and the
Jacobi identity:

β(id+(12)) = 0, β ◦ (β ⊗ id) ◦ (id+(123) + (132)) = 0,

where (123) and (132) are the nontrivial cyclic permutations in S3.
(i) Show that any associative algebra in C has a natural structure of a Lie

algebra (with the bracket being the commutator). In particular, if V is any object
of C then End(V ) := V ⊗ V ∗ is a Lie algebra. This Lie algebra is denoted gl(V ).

(ii) Suppose that V is equipped with a symmetric isomorphism B : V → V ∗,
i.e., such that B∗ = B (note that in a symmetric rigid monoidal category we have
a canonical identification V ∼= V ∗∗). Show that ∧2V ⊂ V ⊗ V ∼= V ⊗ V ∗ has a
natural Lie algebra structure, obtained by restricting the bracket in V ⊗ V ∗; this
Lie algebra is called the orthogonal Lie algebra of V and denoted o(V ). Similarly,
if V is equipped with a skew-symmetric isomorphism B : V → V ∗ (i.e., B∗ = −B),
show that S2V ⊂ V ⊗ V ∼= V ⊗ V ∗ has a natural Lie algebra structure, obtained
by restricting the bracket in V ⊗ V ∗; this Lie algebra is called the symplectic Lie
algebra of V and denoted sp(V ).

(iii) In (i), let C = sVec, and let F : sVec → Vec be the forgetful functor. Let
F (L) = L+ ⊕ L−, where L+ is the the image of the even part of L and L− is the
image of the odd part of L under F . Since F is not braided, F (L) is, in general,
not a Lie algebra; however, it carries a bracket operation [, ] = F (β). Write down
explicitly the properties of [, ] obtained from the skew-symmetry and Jacobi identity
for β. You will obtain the definition of a Lie superalgebra. Thus, a Lie superalgebra
is just the image of a Lie algebra in sVec under the forgetful functor to Vec.

(iv) In (ii), assume that F (V ) = V+ ⊕ V−, where dimV+ = m and dimV− =
n. Describe explicitly (in linear-algebraic terms) the Lie superalgebras F (gl(V ))
(called gl(m|n)), F (o(V )) (called osp(m|n)), and F (sp(V )) (called osp(n|m)), and
the operations on them.

(v) Show that if L is a Lie algebra in C then the category of L-modules in C is
a symmetric tensor category.

(vi) Define a bialgebra and a Hopf algebra in a symmetric tensor category C,
and show that the categories of modules and comodules over a Hopf algebra H in
C are tensor categories.
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(vii) Let L be a Lie algebra in a symmetric tensor category C. Define the
associative algebra U(L) in C to be the quotient of the tensor algebra TL of L by
the ideal generated by the image of the morphism idL⊗L−σ − β : L ⊗ L → TL,
where σ is the permutation of components. Show that U(L) is a Hopf algebra in C,
and that the category of U(L)-modules is equivalent to the category of L-modules
as a tensor category.

(viii) Prove the categorical PBW theorem: the associated graded algebra
grU(L) under the natural filtration is naturally isomorphic to the symmetric al-
gebra SL = ⊕n≥0S

nL.
Hint: Use the Campbell-Hausdorff formula to define a noncommutative

∗-product on SL which defines the algebra U(L).
(ix) An affine scheme X in a symmetric tensor category C is, by definition, the

same thing as its algebra of regular functions O(X), which is a commutative algebra
in C; but morphisms between affine schemes go in the opposite direction (i.e., the
category of affine schemes in C is the dual category to the category of commutative
algebras in C). An affine group scheme is an affine scheme G together with a Hopf
algebra structure on the commutative algebra O(G) (i.e., as in the classical case,
an affine group scheme in C is a group object in the category of affine schemes in
C). Show that if G is an affine group scheme in C then the category Rep(G) of
O(G)-comodules in C is a symmetric tensor category.

(x) Let V ∈ C. Define the scheme G = GL(V ) as follows: O(G) is the quotient
of S(V ∗ ⊗ V ⊕ V ∗ ⊗ V ) by the ideal generated by the images of the morphisms
δ − evV and δop − evV , where δ : V ∗ ⊗ V → (V ∗ ⊗ V ) ⊗ (V ∗ ⊗ V ) is given by
δ = id⊗coevV ⊗ id, and δop = P12,34 ◦ δ (where P12,34 is the permutation of the
components 12 and 34). This mimicks in the categorical setting defining the usual
GL(V ) as the set of pairs (X,Y ) of endomorphisms of V such that XY = Y X = id.
Show that G is an affine group scheme in C.

(xi) Show that in (x), if C = Rep(K) for an algebraic groupK, then the symmet-
ric tensor category of representations of GL(V ) in C is equivalent to Rep(GL(V )�

K).
(xii) In the setting of (ii), define the groups schemes O(V ), Sp(V ) (note that

in general we cannot define SO(V ), since we do not have a notion of determinant).

By Proposition 8.10.12 a symmetric fusion category C has a spherical structure
such that the corresponding twist (see Definition 8.10.1) equals the identity. In
general, dimensions defined by this spherical structure are not positive: it is easy
to see that if C = Rep(G, z) then the categorical dimension of X ∈ C equals the
super-dimension of the super-vector space X (i.e., the trace of the operator z acting
on the vector spaceX), so the dimension of a simple object can be a negative integer.

Exercise 9.9.8. Let C be as in Example 9.9.1 (1). Then dimension of a simple
object with isomorphism class x ∈ Γ equals q(x). (Hint: Use Exercise 8.10.15).

Exercise 9.9.9. (i) Let C be a symmetric fusion category over a field k of

characteristic zero. For α ∈ k, let
(
α
n

)
:= α(α−1)···(α−n+1)

n! . Let V ∈ C be an object
of dimension α. Prove that

dimSn(V ) =

(
α+ n− 1

n

)
, dim∧n(V ) =

(
α

n

)
.

Hint : SnV and ∧nV are the images of the symmetrizer and skew-symmetrizer
in k[Sn], respectively.
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(ii) Let D be a symmetric tensor category over a field k of characteristic p.
Show that the dimension of any object X ∈ D lies in Fp ⊂ k.

Hint. Let a = 1 − s ∈ kSp, where s ∈ Sp is a cyclic permutation. Show that
ap = 0 and deduce that TrX⊗p(a) = 0. On the other hand, show that TrX⊗p(a) =
(dimX)p − dimX.

Recall from Corollary 4.7.13 that the dimension of an object of a pivotal fusion
category is an algebraic integer.

Exercise 9.9.10. ([AEG, Section 7]). Let α ∈ k be such that
(
α+k−1

k

)
and(

α
k

)
are algebraic integers for all k ∈ N. Prove that α ∈ Z.

Thus we see that dimensions of all objects of a symmetric fusion category are
integers.

Corollary 9.9.11. A symmetric fusion category is integral. In particular its
Frobenius-Perron dimension is an integer.

Proof. This follows from Exercise 9.6.2. �

We will say that a symmetric fusion category is positive if all dimensions are
non-negative integers. Thus in a positive symmetric fusion category we have by
Exercise 9.6.2 that dim(X) = FPdim(X) for any X ∈ C.

Example 9.9.12. A pointed braided category C with associated pre-metric
group (Γ, q) (see Section 8.4) is positive if and only if q = 1, see Exercise 9.9.8.

Corollary 9.9.13. Let C be a positive symmetric fusion category and let X ∈
C. Assume that dim(X) = d ∈ Z≥0. Then ∧d+1(X) = 0.

Proof. By Exercise 9.9.9(i), we have FPdim(∧d+1(X)) = dim(∧d+1(X)) =
0. �

Corollary 9.9.14. Let C be a symmetric fusion category over C. Then there is
a unique (possibly non-faithful) Z/2Z-grading C = C1 ⊕C−1 such that C1 is positive
and for any 0 	= X ∈ C−1 we have dim(X) < 0.

Proof. Note that C has two spherical structures: the one described earlier in
this section and the one provided by Proposition 9.5.1. By Remark 8.10.16 they
differ by a tensor automorphism of the identity endofunctor of C which gives rise
to the required Z/2Z-grading. �

Let C = C1⊕C−1 be an arbitrary Z/2Z-graded symmetric fusion category with
braiding c. For X ∈ C(−1)m and Y ∈ C(−1)n we consider the modified morphism

(9.16) cmod
X,Y := (−1)mncX,Y .

Exercise 9.9.15. (1) Prove that morphism (9.16) extended by linearity
to C is again a symmetric braiding on C. We will denote the category C
with modified braiding cmod by Cmod.

(2) We have (Cmod)mod = C.
(3) Let dimmod be the dimension function of the category Cmod. Then for

X ∈ C(−1)m we have dimmod(X) = (−1)m dim(X).
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Thus this construction applied to a Z/2Z-grading from Corollary 9.9.14 pro-
duces a positive category Cmod. Hence any symmetric fusion category can be ob-
tained from a Z/2Z-graded positive symmetric fusion category by the modification
of braiding as above.

Definition 9.9.16. Let C be a symmetric fusion category. A braided tensor
functor F : C → Vec is called a symmetric fiber functor. We say that C is Tannakian
if it admits a symmetric fiber functor.

Remark 9.9.17. The above fiber functor is defined in the setting of symmetric
fusion categories and should not be confused with the more general (not necessarily
braided) fiber functor considered in Section 5.1. In this section we will consider
only symmetric fiber functors, and will drop the adjective “symmetric” for brevity
(which is usually done in the literature).

Exercise 9.9.18. Prove that a Tannakian fusion category is positive.

Given a fiber functor F : C → Vec, let I : Vec→ C be its right adjoint and let
AF = I(1). By Proposition 8.8.8, AF ∈ C is a commutative algebra. Moreover,
the category ModC(AF ) is tensor equivalent to the category Vec via the functor
M 
→ HomC(1,M). In other words, any right (or left) AF -module is isomorphic to
a direct sum of several copies of AF .

Definition 9.9.19. The algebra AF constructed above is called the regular
algebra of (C, F ).

Exercise 9.9.20. Prove that the tensor functor F is canonically isomorphic to
the tensor functor

C → Vec : X 
→ HomC(1, X ⊗AF ).

For a fiber functor F : C → Vec, let GF be the group of tensor automorphisms
of F . A fiber functor F : C → Vec has an obvious lifting

(9.17) F̃ : C → Rep(GF ).

Exercise 9.9.21. Prove that the group GF is isomorphic to the group Aut(AF )
of automorphisms of the algebra AF .

Theorem 9.9.22. ([De1, De2]) Let C be a positive symmetric fusion category.
Then

(i) there exists a fiber functor C → Vec;
(ii) all fiber functors C → Vec are isomorphic to each other;

(iii) for any fiber functor F : C → Vec, the functor F̃ : C → Rep(GF ) con-
structed above is an equivalence.

Remark 9.9.23. In the setting of C∗-algebras, a similar theorem was proved by
Doplicher and Roberts [DoR]. This theorem gives a categorical characterization of
the category of finite dimensional complex representations of a compact topological
group.

Proof. We will prove (i) in Section 9.10. Let us prove (ii). Let F1 and F2 be
two fiber functors and let A1 and A2 be the corresponding regular algebras. Let
us consider the (A1, A2)-bimodule A1⊗A2. For any (A1, A2)-bimodule M we have
Hom(A1,A2)(A1 ⊗A2,M) = Hom(1,M). In particular, the algebra

End(A1,A2)(A1 ⊗A2) = HomC(1, A1 ⊗A2)
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is commutative (indeed, this algebra identifies with F1(A2)). Thus the algebra
End(A1, A2)(A1 ⊗ A2) has a one dimensional representation. Equivalently, there
exists an (A1, A2)-bimodule M such that HomC(1, M) is one dimensional. But
then M is isomorphic to A1 as a left A1-module and isomorphic to A2 as a right
A2-module. Combining these isomorphisms, we get an isomorphism of algebras
A1 � A2. This implies (ii) by Exercise 9.9.20.

Let us prove (iii). Let A = AF be the regular algebra. Observe that A ⊗ A
is a generator of the category of (A,A)-bimodules since Hom(A,A)(A ⊗ A, M) =
HomC(1, M) and Hom(1, M) 	= 0 for any right (or left) A-module M . On the
other hand, as above, we see that End(A,A)(A ⊗ A) is commutative, so for any
simple (A,A)-bimodule M we have that Hom(1, M) is one dimensional. In other
words, any simple (A,A)-bimodule is isomorphic to A with right action twisted
by an automorphism of A. Thus the category of simple (A,A)-bimodules is closed
under tensor product and is equivalent to the category CGF

from Example 2.3.6
(recall that Aut(A) = GF ). Consider ModC(A) = Vec as a module category over
C, so the category of (A,A)-bimodules identifies with C∗Vec. We can identify the
category Rep(GF ) with functors from ModC(A) = Vec to itself commuting with the

action of the category CGF
⊂ C∗Vec above; in this language F̃ (X) (see (9.17)) is a

functor ModC(A) " L 
→ X ⊗ L with obvious commutation with L 
→ L ⊗A M
for any simple (A,A)-bimodule M . Since every (A,A)-bimodule is a direct sum of
simple ones, the category Rep(GF ) above identifies with (C∗Vec)∗Vec, and the functor

F̃ identifies with the canonical functor C → (C∗Vec)∗Vec. Thus, (iii) follows from
Theorem 7.12.11. �

Corollary 9.9.24. Let C be a pointed braided fusion category such that the
associated quadratic form (see Section 8.4) equals 1 identically. Then there exists
a braided tensor functor C → Vec.

Proof. By Example 9.9.12 the category C is a positive symmetric category.
Thus Theorem 9.9.22 (i) implies the result (see also Exercise 9.10.14). �

Corollary 9.9.25. Any symmetric fusion category C is braided equivalent to
a category of the form Rep(G, z). Moreover, the pair (G, z) is uniquely determined,
up to isomorphism, by the category C.

Proof. We know that C has a unique Z/2Z-grading such that the modified
category Cmod is positive. Thus by Theorem 9.9.22, we have a braided equivalence
Cmod → Rep(G) for a unique group G. The Z/2Z-gradings of the category Rep(G)
are in bijective correspondence with central elements z ∈ G such that z2 = 1. Let
us fix such a grading. It is immediate that Rep(G)mod = Rep(G, z). Thus the result
follows from Exercise 9.9.15 (2). �

This result can be described more intrinsically in the following way. For a
symmetric fusion category C, a super fiber functor is a braided tensor functor F :
C → sVec. For a super fiber functor F : C → sVec, let GF be the group of tensor
automorphisms of F . Let zF ∈ GF denote the parity automorphism of F (i.e.,
for each c ∈ C the automorphism of F (c) ∈ sVec corresponding to c is the parity
automorphism). It is clear that zF is central and z2F = 1. A super fiber functor

F : C → sVec has an obvious lifting F̃ : C → Rep(GF , zF ).
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Theorem 9.9.26. ([De1, De2]) Let C be a symmetric fusion category. Then

(i) there exist super fiber functors C → sVec;
(ii) all super fiber functors C → sVec are isomorphic to each other;

(iii) for any super fiber functor F : C → sVec, the functor F̃ : C → Rep(GF , zF )
constructed above is an equivalence.

Exercise 9.9.27. Deduce Theorem 9.9.26 from Theorem 9.9.22.

Corollary 9.9.25 implies the following classification of triangular semisimple
Hopf algebras over a field k of characteristic zero. Let G be a finite group, and z a
central element in G of order 2. Recall that we have a triangular structure Rz on
kG given by the formula

Rz =
1

2
(1⊗ 1 + 1⊗ z + z ⊗ 1− z ⊗ z);

one has Rep(kG,Rz) = Rep(G, z) as symmetric categories. Also, if J is a twist for
kG, then we can define the triangular Hopf algebra H = kGJ with the triangular
structure Rz,J = J−1

21 RzJ .

Proposition 9.9.28. ([EtG3]) Any triangular semisimple Hopf algebra (H,R)
over k is of the form (kGJ , Rz,J ) for some G, z, J .

Proof. The category Rep(H,R) is a symmetric fusion category, so by Corol-
lary 9.9.25 it is of the form Rep(G, z) for some G, z. Moreover, (H,R) corresponds
to a (non-symmetric) fiber functor on this category, which corresponds to some
twist J . �

Remark 9.9.29. Recall that the possible twists J for kG are explicitly classified
in Corollary 7.12.24.

Exercise 9.9.30. The following conditions are equivalent for a symmetric fu-
sion category C:

(i) C is positive;
(ii) C is Tannakian;
(iii) the essential image of any super fiber functor F : C → sVec is contained

in Vec ⊂ sVec;
(iv) there exists a finite group G such that C is equivalent to Rep(G) as a

braided fusion category.

Lemma 9.9.31. If C1, C2 are symmetric categories and F : C1 → C2 is a surjec-
tive braided tensor functor, then C1 is Tannakian if and only if C2 is.

Proof. If C2 satisfies property (ii) from Exercise 9.9.30 then so does C1. By
surjectivity, if C1 satisfies (iii) then so does C2. �

Recall that a symmetric fusion category C has a canonical Z/2Z-grading, see
Corollary 9.9.14. It is clear from Theorem 9.9.22 that C1 ⊂ C is a unique maximal
Tannakian subcategory of C. The following result is immediate:

Corollary 9.9.32. (i) If FPdim(C) is odd then C1 = C. In other words,
a symmetric fusion category of odd Frobenius-Perron dimension is Tan-
nakian.

(ii) In general, either C1 = C or FPdim(C1) = 1
2 FPdim(C). �
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Exercise 9.9.33. (1) Let C be a Tannakian fusion category. By Theorem
9.9.22 (iii), a choice of a fiber functor F : E → Vec defines a finite group

GF := AutF and a braided equivalence F̃ : C � Rep(GF ). Let Fun(GF )
be the algebra of functions GF → k; the group GF acts on Fun(GF ) via
left translations, so Fun(GF ) is a commutative algebra in the category

Rep(GF ). Therefore AC,F := F̃−1(Fun(GF )) is a commutative algebra in
C. Prove that the algebra AC,F is canonically isomorphic to the regular
algebra AF .

(2) Prove that the regular algebra AF is separable, that is, the multiplication
morphism AF ⊗ AF → AF considered as a morphism of AF -bimodules,
admits a unique splitting.

In practice, we will often denote AF by AC and call it the regular algebra
in C. To some extent, this abuse of language and notation is justified because the
isomorphism class of AC,F does not depend on F (recall that by Theorem 9.9.22(ii),
all fiber functors are isomorphic).

Remark 9.9.34. The results of this section fail dramatically over fields of pos-
itive characteristic. It was shown in [GelfK], [GeoM] (see also [Ande]) that over
fields of positive characteristic there exist symmetric fusion categories which are
non-integral and hence do not admit a fiber functor. For example, in characteristic
5, there exists a symmetric fusion category with the Grothendieck ring isomorphic
to the Yang-Lee fusion ring (see Example 3.1.9). The question of classification of
symmetric fusion categories in positive characteristic is currently open. However,
see [Os8] for a generalization of Theorem 9.9.26 to characteristic p.

9.10. Existence of a fiber functor

This section is devoted to the proof of Theorem 9.9.22 (i). For this we need
to generalize some notions that we introduced previously. Let C be a symmetric
fusion category. In this section an algebra A ∈ C is a nonzero ind-object of C with
a structure of a commutative algebra with unit.

Example 9.10.1. (1) In the case C = Vec an algebra in the above sense is just
a commutative algebra with unit; while an algebra in the sense of Section 7.8 is a
finite dimensional commutative algebra with unit.

(2) For an object X ∈ C its symmetric algebra S•(X) = ⊕iS
i(X) is an example

of algebra in the above sense.

For an algebra A ∈ C we consider the category CA of right A-modules; thus
the objects of CA are ind-objects of C with a structure of a right A-module. The
category CA endowed with the bifunctor ⊗A has an obvious structure of a symmetric
tensor category. In particular, for any M ∈ CA we have its symmetric and exterior
powers Si(M) ∈ CA and ∧i(M) ∈ CA, i ≥ 0.

Exercise 9.10.2. Show that for any M,N ∈ CA we have

Sp(M ⊕N) =
⊕

i+j=p

Si(M)⊗A Sj(N), p ≥ 0,

and
∧p(M ⊕N) =

⊕
i+j=p

∧i(M)⊗A ∧j(N), p ≥ 0.
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Note that objects of CA need not be rigid, in general.

Exercise 9.10.3. Let C = Vec. Show that M ∈ CA is rigid if and only if it is
a finitely generated projective module over A.

Exercise 9.10.4. Show that a direct sum and tensor product of rigid objects
in CA is rigid. Show that a direct summand of a rigid object is rigid.

For any rigid object M ∈ CA we define its dimension dim(M) ∈ HomA(A,A) =
HomC(1, A) as the composition

A→M ⊗A M∗ ∼= M∗ ⊗A M → A.

Exercise 9.10.5. (1) Show that the dimension is additive and multiplicative.
(2) Show that for any rigid M ∈ CA the objects Si(M) and ∧i(M) are rigid.

We have an obvious braided tensor functor C → CA sending X ∈ C to XA :=
X⊗A ∈ CA. It is immediate thatXA is rigid for anyX ∈ C and dim(XA) = dim(X).
Furthermore, Si(XA) = Si(X)A and ∧i(XA) = ∧i(X)A.

We will say that a commutative unital algebra B ∈ CA is an A-algebra. Equiva-
lently, an A-algebra is an algebra B ∈ C together with a homomorphism 1 : A→ B.

Example 9.10.6. Let M ∈ CA. Then S•(M) is an example of an A-algebra.

Exercise 9.10.7. Show that the algebra S•(M) has the following universal
property: for any A-algebra B and a morphism of A-modules u : M → B there
is a unique A-algebra homomorphism ualg : S•(M) → B such that the map M =

S1(M) ⊂ S•(M)
ualg−−−→ B coincides with u.

For an A-algebra B and any M ∈ CA we define its extension of scalars to
be MB := M ⊗A B ∈ CB . Clearly, extension of scalars is a braided tensor func-
tor. It is obvious that extension of scalars of a rigid module is again rigid mod-
ule and dim(MB) is the image of dim(M) under the obvious map HomC(1, A) →
HomC(1, B). Also, Si(MB) = Si(M)B and ∧i(MB) = ∧i(M)B.

The following result is crucial.

Lemma 9.10.8. Let M be a rigid A-module. The existence of an A-algebra
B such that MB has 1B = B as a direct summand is equivalent to the condition
Sn(M) 	= 0 for all n ∈ Z≥0.

Proof. One implication is trivial since the natural map 1B = Sn(1B) →
Sn(MB) = Sn(M)B induced by the embedding 1B →MB is injective, see Exercise
9.10.2.

Let us prove the other implication. Consider an A-algebra B with multiplica-
tion map m : B⊗A B → B. Assume that we have maps of A-modules u : M∗ → B
and v : M → B such that the map δ defined as a composition

1A
coev−→M ⊗A M∗ v⊗u−→ B ⊗A B

m−→ B

equals the unit map 1 : A→ B. Then we have the maps of B-modules β : MB → 1B

defined as MB = M ⊗A B
v⊗id−−−→ B ⊗A B

m−→ B = 1B and α : 1B → MB defined

as B
coev⊗id−−−−−→ M ⊗A M∗ ⊗A B

id⊗u⊗id−−−−−→ M ⊗A B ⊗A B
id⊗m−−−−→ MB . The condition

δ = 1 implies that βα = idB, that is 1B is a direct summand of MB .
It remains to construct an algebra B with the properties above. For

this we consider an algebra S := S•(M ⊕ M∗). Let ṽ : M = S1(M) ⊂ S and
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ũ : M∗ = S1(M∗) ⊂ S be the obvious inclusions. We define the map δ̃ : A→ S as
a composition

1A
coev−→M ⊗A M∗ ṽ⊗ũ−→ S ⊗A S

m−→ S.

Finally, we set B = S•(M ⊕M∗)/I, where I is the ideal generated by the image of

the map 1− δ̃ : A→ S. In other words, the algebra B is defined via the generators
M ⊕M∗ and the relation 1 = δ̃, see Exercise 9.10.7. It is clear that the algebra

B endowed with the maps u : M∗ ũ−→ S → B and v : M
ṽ−→ S → B satisfies the

condition 1 = δ. However, we still have to show that the algebra B is nonzero.
Thus, we need to show that I 	= S or, equivalently, that the map

p : S = S ⊗A 1A
idS ⊗(1−δ̃)−−−−−−−→ S ⊗A S

m−→ S

is not surjective. Assume the contrary. Then the A-module map 1 : A → S
factors through p since A is a projective object of CA. In other words, there exists
a morphism x : 1A → S such that 1 = (1 − δ)x. Recall that the algebra S =
S•(M)⊗A S•(M∗) is naturally graded by Z≥0 × Z≥0; clearly 1 lands in the (0, 0)-

graded component and δ̃ lands in the (1, 1)-graded component. Decompose x in
the sum of its graded components: x = x0,0 + x1,0 + x0,1 + x1,1 + . . .. Clearly, we

can assume that xp,q = 0 for p 	= q (since if x is a solution of 1 = (1 − δ̃)x then

x′ = x0,0+x1,1+ . . . is a solution too). Now, the equation 1 = (1− δ̃)x is equivalent
to the following graded equations:

x0,0 = 1; x1,1 − δ̃x0,0 = 0; x2,2 − δ̃x1,1 = 0; . . .

This means that xp,p = δ̃p and δ̃n = 0 for large enough n since the sum x =

x0,0 + x1,1 + . . . is finite. Conversely, if δ̃n = 0 then 1 = (1− δ̃)(1+ δ̃+ . . .+ δ̃n−1).

So the universal algebra B is nontrivial if and only if δ̃n 	= 0 for all n. Now δ̃n :
1A → Sn(M)⊗ASn(M∗) equals to the coevaluation map 1A → Sn(M)⊗ASn(M)∗

and is zero if and only if Sn(M) = 0. The lemma is proved. �
Corollary 9.10.9. Let X ∈ C and dim(X) = d ∈ Z>0. Then for any 0 ≤ i ≤ d

there exist an algebra Ai ∈ C and an Ai-module Ni such that XAi
� 1i

Ai
⊕Ni.

Proof. We use induction in i. In the case i = 0 we set A0 = 1 and N0 = X.
Now assume that i < d and Ai and Ni are already constructed. Observe that
dim(Ni) = dim(XAi

) − dim(1i
Ai
) = d − i > 0. Thus dimSn(Ni) =

(
d−i+n−1

n

)
	= 0

for any n ∈ Z≥0. Hence by Lemma 9.10.8 we can construct the Ai-algebra Ai+1

such that (Ni)Ai+1
= 1Ai+1

⊕Ni+1 for some Ni+1 ∈ CAi+1
. The result follows. �

Lemma 9.10.10. Assume that C is a positive symmetric fusion category. Then
in the setup of Corollary 9.10.9 we have Nd = 0, so XAd

� 1d
Ad

.

Proof. We have dim∧d+1(X) = 0. Since the category C is positive, this
implies that ∧d+1(X) = 0. On the other hand, by Exercise 9.10.2

∧d+1(X)Ad
= ∧d+1(XAd

) = ∧d+1(1d
Ad
⊕Nd) =

⊕
i+j=d+1

∧i(1d
Ad

)⊗A ∧j(Nd)

contains ∧d(1d
Ad

)⊗A ∧1(Nd) = Nd as a direct summand. The result follows. �
Corollary 9.10.11. Let C be a positive symmetric fusion category. There

exists an algebra A ∈ C such that for any object X ∈ C with dim(X) = d we have
XA � 1d

A.
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Proof. By Lemma 9.10.10 for each simple X ∈ C there is an algebra A(X)

such that XA(X) � 1
dim(X)
A(X) . Now take A =

⊗
X A(X). �

Let A be an algebra as in Corollary 9.10.11. Then the tensor functor X 
→ XA

lands into subcategory of CA consisting of finite direct sums of A.

Exercise 9.10.12. Let R = HomC(1, A). Then the subcategory of CA consist-
ing of finite direct sums of copies of A is braided tensor equivalent to the category
of free R-modules of finite rank via the functor M 
→ HomC(1,M).

Corollary 9.10.13. For any positive symmetric fusion category C there exists
a commutative k-algebra R and a braided tensor functor from C to free R-modules
of finite rank. �

Proof of Theorem 9.9.22 (i). In order to specify a fiber functor F : C → Vec one
needs to assign a vector space F (X) of dimension dim(X) for any simple object
X ∈ C and to define isomorphisms F (X ⊗ Y ) � F (X) ⊗ F (Y ) satisfying the
axioms of a braided tensor functor. If we choose a basis in each vector space F (X)
and HomC(X ⊗ Y, Z), the isomorphisms above become matrices and the axioms
become some polynomial relations on entries of these matrices. Thus the existence
of the fiber functor is equivalent to the existence of solutions to some polynomial
system of equations. We know from Corollary 9.10.13 that this system of equations
has a solution with values in some commutative k-algebra R. Thus by Hilbert
Nullstellensatz there is a solution with values in k. �

Exercise 9.10.14. (1) Let X ∈ C be an invertible object such that cX,X =
idX⊗X . Prove that S•(X) = T •(X). Deduce that R = HomC(1, S

•(X)) is a
polynomial algebra in one variable, R = k[y].

(2) Prove that the algebra A = S•(X)/(y− 1) is commutative and semisimple.
(3) Give an alternative proof of Corollary 9.9.24.

9.11. Deligne’s theorem for infinite categories

In the previous sections we described Deligne’s classification of symmetric fusion
categories. In fact Deligne’s theory developed in [De1, De2] is significantly more
general and his results extend to tensor categories which are not necessarily finite
or semisimple. Let us review this generalization, without detailed proofs (we refer
the reader to [De2] for details). This material is not used in subsequent sections.

At first sight, one might expect that Deligne’s theorem should extend to this
setting in a straightforward way, just replacing finite groups by affine proalgebraic
groups. However, this turns out not to be the case, because in a general tensor
category, there may be no twist of the symmetric structure making all dimensions
non-negative, and there may be simple objects of dimension 0.

To give an example, let V be a supervector space of dimension (m|n), where
m,n > 0, i.e., V = V+ ⊕ V−, where V+ is the even part and V− is the odd part, so
that dimV+ = m and dimV− = n. Consider the Lie algebra g = End(V ) = V ⊗V ∗ ∈
sVec (as usual, the Lie bracket is obtained from the associative product by taking
the commutator). Let C be the tensor category of representations of g in sVec (see
Exercise 9.9.7). Then ∧rV = ⊕i+j=r∧iV+⊗SjV−, and SrV = ⊕i+j=rS

iV+⊗∧jV−.
It is not difficult to show that these objects are simple (in particular, nonzero) for
all r, while if m − n ≥ 0 then dim∧rV = 0 for r > m − n, and if n − m ≥ 0
then dimSrV = 0 for r > n −m. In particular, there is clearly no twist making
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all dimensions positive. So, we see that in the non-fusion case, the story is more
complicated, and instead of a fiber functor to Vec after a suitable twist of the
symmetric braiding, which does not always exist, the best we can hope for is a fiber
functor to sVec.

Deligne showed that this hope is indeed realized, under a certain additional
assumption. Namely, there is the following necessary condition for the existence of
such a fiber functor.

Definition 9.11.1. We say that a tensor category C is of subexponential growth
if for each X ∈ C, there exists a positive number CX such that for any n ≥ 0,
length(X⊗n) ≤ Cn

X .

Example 9.11.2. The category Vec has subexponential growth, with CX =
dim(X). This is clearly the best constant, so the subexponential growth here is
honestly exponential. So we see a stark contrast with other fields of mathematics
(noncommutative algebra, theory of computation), where exponential growth is
viewed as fast. In the theory of tensor categories, this means the slowest possible
growth, and we will see that things can get worse.

Lemma 9.11.3. Let C be a tensor category, and D a finite tensor category.
If there is a quasi-tensor functor F : C → D then C has subexponential growth;
namely, one can take CX = FPdim(F (X)).

Proof. This follows immediately, since FPdim(Y ) ≥ 1 for any Y ∈ D, so

length(X⊗n) ≤ length(F (X)⊗n) ≤ FPdim(F (X)⊗n) = Cn
X , n ≥ 0.

�

Lemma 9.11.3 implies that subexponential growth is necessary for having a
fiber functor to sVec, and we will see that this condition is not always satisfied.
However, as Deligne showed, this condition is also sufficient.

Theorem 9.11.4. ([De2]) Let C be a symmetric tensor category of subexpo-
nential growth over a field k of characteristic zero (for example, a finite category).
Then C admits a fiber functor F : C → sVec, and this functor is unique up to an
isomorphism.

More precisely, Deligne proves the following theorem, which implies Theorem
9.11.4. For each partition λ of n let πλ be the irreducible representation of Sn

corresponding to λ, and let Sλ : C → C be the corresponding Schur functor,
Sλ(X) = (πλ ⊗X⊗n)Sn .

Theorem 9.11.5. Let C be a symmetric tensor category over a field k of char-
acteristic zero, such that for every object X ∈ C there exists a partition λ such that
Sλ(X) = 0. Then C admits a fiber functor F : C → sVec, and this functor is unique
up to an isomorphism.

For the proof of Theorem 9.11.5 (which is nontrivial), see [De2]; the method
is similar to the proof of Deligne’s theorem for fusion categories. Note that the
result for fusion categories is a special case of Theorem 9.11.5, since for positive
fusion categories we have ∧nX = 0 for n = dim(X) + 1, i.e., we can take λ = (1n),
n = dim(X) + 1.
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Proposition 9.11.6. Any symmetric tensor category of subexponential growth
satisfies the condition of Theorem 9.11.5; so Theorem 9.11.5 implies Theorem
9.11.4.

Proof. Suppose that Sλ(X) 	= 0 for any λ. We have X⊗n = ⊕λ:|λ|=nπ
∗
λ ⊗

Sλ(X). Thus,

length((X ⊗X∗)⊗n) ≥ dimk HomC(1, (X ⊗X∗)⊗n) =

dimk EndC(X
⊗n) ≥

∑
λ:|λ|=n

dimk(πλ)
2 = n!,

which contradicts subexponential growth. �

Remark 9.11.7. Theorem 9.11.4 allows one to obtain an explicit classification
of finite dimensional triangular Hopf algebras in characteristic zero, which general-
izes Proposition 9.9.28 to the non-semisimple case. See [AEG, EtG5] for details.

Exercise 9.11.8. Let V ∈ sVec be a supervector space of dimension (m|n)
(i.e., the even part has dimension m and the odd part has dimension n). Show that
Sλ(V ) = 0 if and only if λm+1 ≥ n+ 1, i. e., the Young diagram of λ contains the
square (n,m) (where both coordinates run from 0 to ∞).

Let us now explain how Theorem 9.11.4 is applied. Suppose F : C → sVec is
a fiber functor. Let F1 : C → Vec be the composition of F and of the forgetful
tensor functor Forg : sVec → Vec. Let H = Coend(F ). By the reconstruction
theory (see Theorem 5.4.1) H is a Hopf algebra and the functor F1 induces a tensor
equivalence C � Rep(H). If the functor F1 is braided (e.g. when the functor
F factors through Vec ⊂ sVec) the multiplication in H is commutative and thus
H = O(G) for a suitable affine group scheme G. However in general the functor F1

is not braided (since Forg is not) and the multiplication in H is not commutative.
In order to deal with this possibility observe that the tensor functor Forg has a
canonical parity automorphism which acts by 1 on even vector spaces and by (−1)
on odd vector spaces. We will denote by z the induced tensor automorphism of the
functor F1 = Forg ◦ F ; clearly z2 = 1. The automorphism z gives rise to a linear
form χz : H → k; since z is a tensor automorphism, the form χz is a homomorphism
of algebras. The algebra H carries an “adjoint action” of z given by

H
(Δ⊗id)◦Δ−→ H ⊗H ⊗H

χz⊗id⊗χz−→ H

ThusH = H0⊕H1 where z acts by 1 onH0 and by (−1) onH1. One shows thatH is
supercommutative with respect to this grading. Moreover, modifying suitably (see
Theorem 3.1.1 in [AEG]) the coproduct in H, one gets a commutative Hopf algebra
H in sVec, so according to Exercise 9.9.7, H = O(G) for some affine group scheme
G in sVec. By definition, for any X ∈ C, F (X) has a natural structure of a G-
module (i.e., an O(G)-comodule). Moreover, the action of z ∈ G coincides with the
parity automorphism of F (X). Let Rep(G, z) denote the full subcategory of Rep(G)
consisting of all representations such that the action of z ∈ G coincides with parity
automorphism (the tensor category Rep(G, z) is defined for any z ∈ G such that
z2 = 1 and the adjoint action of z on G coincides with the parity automorphism).
The remarks above imply

Theorem 9.11.9. The functor F : C → Rep(G, z) is an equivalence of catego-
ries.
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Remark 9.11.10. (i) It is instructive to apply Theorem 9.11.9 to the symmetric
category Rep(G) where G is a an affine group scheme in sVec with the obvious fiber

functor. One gets Rep(G) � Rep(G̃, z) where G̃ is a semi-direct product of G and
Z/2Z where the nontrivial element z ∈ Z/2Z acts on G by the parity automorphism,
see [De2].

(ii) One shows that the category Rep(G, z) is fusion if and only if G is an (even)
finite group, see Exercise 9.11.13 below. Thus z should act trivially on G, i.e., z
should be central. Thus Theorem 9.11.9 can be considered as a direct generalization
of Theorem 9.9.26 (iii).

Theorem 9.11.9 reduces the study of symmetric tensor categories with a fiber
functor C → sVec to the study of group schemes G in sVec. Let us describe such
group schemes in more explicit terms. For this purpose, let us apply the forgetful
functor Forg : sVec → Vec. Namely, let A = Forg(O(G)). Then, since Forg is
not a braided functor, A is not, in general, a commutative algebra, but rather it
is supercommutative, i.e., A = A+ ⊕ A− (a Z/2-grading), and elements of A+

commute with everything, while elements of A− anticommute with each other.
Also, A has a coassociative coproduct, counit, and antipode, and the coproduct
Δ : A→ A⊗ A is an algebra map, if A⊗A is understood in the supersense. Such
a structure is called a (supercommutative) Hopf superalgebra.

We may think of A geometrically using the notion of an affine proalgebraic
supergroup, the geometric object attached to any supercommutative Hopf super-
algebra A. This notion can be defined in terms of the functor of points: for
every supercommutative local Artinian k-algebra R we have the group of points
G(R) = Hom(A,R) (the group of even homomorphisms).

Definition 9.11.11. The functor G : R 
→ G(R) is called the proalgebraic
supergroup corresponding to A; one writes G = Spec(A).

Note that an affine algebraic supergroup is just an affine algebraic supermani-
fold with a group structure.

Let I ⊂ A be the ideal generated by A−. It is easy to see that I is a Hopf
ideal which consists of nilpotent elements (as Δ(A−) ⊂ A− ⊗ A+ ⊕ A+ ⊗ A− and
a2 = 0 for all a ∈ A−). So A/I = A0 is an ordinary commutative Hopf algebra.
Since we are in characteristic zero, by Corollary 5.10.5, A0 = O(G0), where G0 is
an ordinary affine proalgebraic group (called the even part of G). Thus, I is the
Jacobson radical of A, and G0 = G(k).

If we restrict ourselves to the case when C is tensor-generated by a single object
X (i.e., any object of C is a subquotient of a direct sum of tensor products of X’s
and X∗’s; note that any tensor category is a union of such tensor subcategories),
then A is finitely generated, and G is an affine algebraic supergroup.

Exercise 9.11.12. (i) Let G = GLm|n be the algebraic supergroup attached to
the affine group scheme GL(V ) in sVec, V = V+⊕V−, dimV+ = m, dimV− = n (see
Exercise 9.9.7). Describe explicitly the corresponding function algebra A = O(G).
Compute GLm|n(R), where R = ∧(ε1, ..., εN ). Show that the even part of GLm|n
is GLm ×GLn.

(ii) Construct a character GLm|n → GL1 which generates a group of such char-
acters (it is called the Berezinian, in honor of F. Berezin who invented it). Compute
this character explicitly on GLm|n(R) for a supercommutative local Artinian alge-

bra R, and show that its value on (a, b) ∈ GLm ×GLn is det(a) det(b)−1.
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(iii) Suppose that V is equipped with a symmetric or skew-symmetric iso-
morphism to V ∗. Define the corresponding orthogonal/symplectic supergroup
OSp(m|n), respectively OSp(n|m), and do the analog of (i) for this supergroup.

(iv) For any algebraic supergroup G, let g be the space of left-invariant deriva-
tions of A = O(G). That is, g = g0 ⊕ g1, where g0 is the space of even derivations
of A, and g1 is the space of odd derivations of A, i.e., odd linear maps D : A→ A
such that D(ab) = D(a)b + sgn(a)aD(b). Show that g is a Lie superalgebra (see
Exercise 9.9.7). Compute this Lie superalgebra in (i) and (iii).

(v) Let G be an algebraic supergroup. Show that G-modules is the same thing
as G0-modules with a compatible action of g (i.e., “Harish-Chandra modules” for
the pair (G0, g)).

Exercise 9.11.13. Let G be a finite supergroup, i.e., the algebra A = O(G) is
finite dimensional.

(i) Show that G is a semidirect product G0 � V of a finite group G0 with a
finite dimensional vector space V , i.e., A∗ = kG0 � ∧V .

(ii) Deduce that any finite symmetric tensor category over k is of the form
Rep(G0 � V, z), where z ∈ G0 is a central element which acts by −1 on V . In
particular, such categories have Chevalley property (see Section 4.12), and do not
have simple modules of zero dimension.

(iii) Classify symmetric finite tensor categories with two simple objects which
are invertible.

(iv) Is (i) satisfied for G = GLm|n?

9.12. The Deligne categories Rep(St), Rep(GLt), Rep(Ot), Rep(Sp2t)

In this section we want to describe examples of tensor categories of faster-
than-exponential growth which were found by Deligne and Deligne-Milne ([De3,
DelM]). This material is not used in subsequent sections.

9.12.1. The category Rep(St). We start with the category Rep(St), t ∈ k,
which interpolates the categories Rep(Sn) of representations of the symmetric group
Sn to non-integer values of n.

To construct such an interpolation, we should take a closer look at the category
Rep(Sn), and try to describe it in such a way that n occurs “analytically”, i.e.,
as a parameter which can be replaced by a non-integer number. To this end,
note that Rep(Sn) contains the permutation representation V = Fun(X,k), where
X = {1, ..., n}, and every irreducible representation of Sn occurs in V ⊗m for a
sufficiently large m. Therefore, we can start with the category Cn whose objects
are V ⊗m, m ≥ 0, and Mor(V ⊗m, V ⊗k) = HomSn

(V ⊗m, V ⊗k), and then define
Rep(Sn) to be the Karoubian envelope of the additive completion of Cn, obtained
by adding to Cn the operation of direct sum and images of all the idempotents. It
is easy to see that this recovers the usual representation category of Sn.

To interpolate to non-integer t, we need to describe the space Mor(V ⊗m, V ⊗k)
without mentioning Sn. To do so, note that V ∗ ∼= V , so HomSn

(V ⊗m, V ⊗k) ∼=
Fun(Xm+k,k)Sn . The space Fun(Xr,k)Sn has a basis δO of characteristic functions
of orbits of Sn on Xr = {1, ..., n}r. These orbits are labeled by equality patterns:
if x = (x1, ..., xr) ∈ Xr, the orbit of x is determined by which xi are equal to each
other. Such an equality pattern is encoded by a set partition of {1, ..., r}; namely,
the indices i for which xi are equal to a particular element b ∈ X are included
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in the same subset. E.g., if x = (x1, x2, x3, x4, x5) ∈ X5, and x1 = x3, x2 = x5,
and no other equalities hold, then the orbit of x is labeled by the set partition
([1, 3], [2, 5], [4]).

Clearly, the set partitions that arise from orbits in this way are exactly those
which have the number of subsets ≤ n = |X|. So, if n ≥ r, all set partitions arise.
Thus, for n ≥ m+k, the space HomSn

(V ⊗m, V ⊗k) is independent of n (it has a basis
δO, where the orbits O = O(P ) are labeled by set partitions P of {1, ...,m+ k}).

Now let us consider the composition of morphisms. For this purpose, it is
convenient to use a somewhat different basis of HomSn

(V ⊗m, V ⊗k). Namely, let
us say that a set partition P is a refinement of P ′ (P ≥ P ′) if P ′ is obtained by
taking unions of some of the subsets of P . E.g., ([1, 3], [2, 5], [4]) is a refinement of
([1, 3], [2, 4, 5]). Now for a set partition P let

eP =
∑
P ′≥P

δO(P ′).

That is, eP is the characteristic function of all the configurations x = (x1, ..., xr)
such that xi = xj if i, j belong to the same subset in P , but there may also be
other equalities. Clearly, {eP } is a basis of HomSn

(V ⊗m, V ⊗k), since it differs from
{δO(P )} by a triangular matrix with 1’s on the diagonal.

Now consider the composition of morphisms in the basis {eP }. Let eP : V ⊗m →
V ⊗k, eQ : V ⊗r → V ⊗m (so that P is a set partition of {1, ...,m+ k} and Q is a set
partition of {1, ..., r +m}). Introduce variables x1, ..., xk, y1, ..., ym, z1, ..., zr ∈ X;
so P is a certain equality pattern involving xi and yj , and Q is an equality pattern
involving yj and z�. Let P ∗Q be the least restrictive equality pattern between xi

and z� which is implied by P and Q. Also, let N(P,Q) be the number of equality
classes (under the pattern P ∗Q) of the variables yj that are not required to equal
any of the xi or z� by the equality pattern P ∗Q. Then we have

Lemma 9.12.1.

eP ◦ eQ = nN(P,Q)eP∗Q.

Proof. It is clear that if xi, yj satisfy the pattern P and yj , z� satisfy the
pattern Q then xi, z� satisfy the pattern P ∗ Q. Moreover, given xi, z� satisfying
P ∗Q, the number of choices of yj such that xi, yj satisfy P and yj , z� satisfy Q is

nN(P,Q) (regardless of the particular values of xi, z�). This implies the lemma. �

Example 9.12.2. Let k = 4,m = 5, r = 3, P = (y2 = y3, x3 = x4 = y4 = y5),
Q = (z1 = z2, y5 = z3). Then P ∗ Q = (x3 = x4 = z3, z1 = z2), and N(P,Q) = 2
(the free y-variables are y1 and y2 = y3). Thus, eP ◦ eQ = n2eP∗Q.

Now for each t ∈ k define the category R̂ep(St) whose objects are non-negative
integers [m] (counterparts of V ⊗m), and Hom([m], [k]) is the k-vector space with a
basis eP labeled by set partitions P of {1, ...,m+ k} and composition law

eP ◦ eQ = tN(P,Q)eP∗Q.

Note that this category has a natural strict symmetric monoidal structure.
Namely, the tensor product functor is just the addition of integers for objects and
taking the union of equality patterns for morphisms, with the obvious symmetric
braiding. The unit object is the object [0].
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Remark 9.12.3. The algebra Pm,t := End
̂Rep(St)

([m]) is called the m-th parti-

tion algebra, and its structure is discussed in [Mar1, Mar2, Jon4, HaR].

Definition 9.12.4. The category R̃ep(St) is the Karoubian envelope of the

additive completion of R̂ep(St).

Clearly, R̃ep(St) is a Karoubian category (i.e., an idempotent-closed additive

category) over k, which inherits the tensor structure from R̂ep(St). Moreover, it is
not hard to show that this category is rigid (with all objects being self-dual). Fur-
thermore, it is easy check that dim[m] = tm (where [m] is the object corresponding
to the integer m); this is just the interpolation of the equality dim V ⊗m = nm.

The following theorem summarizes the properties of R̃ep(St).

Given a partition λ and a positive integer n, define the partition λ̃(n) :=
(n − |λ|, λ1, λ2, ...) (it is well defined if and only if n ≥ |λ| + λ1). Also, if μ is a
partition of n, let πμ be the corresponding irreducible representation of Sn, and let
Pλ(t) be the polynomial defined by the equality

dim π
˜λ(n) = Pλ(n), n >> 0.

Theorem 9.12.5. ([De3],[ComO]) (i) For any t ∈ k, the indecomposable

objects Xλ of R̃ep(St) are labeled by all partitions λ, and for each λ, dimXλ = Pλ(t)
for all t ∈ k but finitely many non-negative integers t.

(ii) If t /∈ Z+ then R̃ep(St) is a semisimple abelian symmetric tensor category
with simple objects Xλ (also denoted by Rep(St)).

(iii) If t = n ∈ Z+ then R̃ep(St=n) is not abelian, but admits an additive

symmetric monoidal functor F : R̃ep(St=n) → Rep(Sn), such that F (Xλ) = π
˜λ(n)

if λ̃(n) is defined, and zero otherwise.

Remark 9.12.6. Note that in Theorem 9.12.5(iii), the functor F is not a tensor
functor. More precisely, it satisfies all the properties of a tensor functor except that
it is not faithful: it maps some nonzero morphisms to zero.

Note that if t /∈ Z+ then the category Rep(St) is not of subexponential growth,
and does not come from a supergroup; indeed, length([m]) is bounded below by
dimHom([o], [m]), i.e., the number of set partitions of {1, ...,m}, which is the Bell
number Bm, growing faster than any exponential. Also, if t /∈ Z, dimensions of
objects aren’t integers, which clearly rules out an equivalence with supergroup
representations.

Remark 9.12.7. The object Xλ may be informally viewed as an analog of the
representation of the symmetric group corresponding to the Young diagram λ with
an additional “very long” top row of ”length” t − |λ| (which may be negative and
even non-integer).

9.12.2. The category Rep(GLt). The category Rep(GLt) is obtained simi-
larly to the category Rep(St), by interpolating Rep(GLn) to non-integer values of
n. It was first defined in [DelM], Examples 1.26, 1.27 (see also [De1, De2]).

Namely, recall that in the classical category Rep(GLn) we have the vector
representation V = kn, and every irreducible representation of GLn occurs in
V ⊗r ⊗ V ∗⊗s for some r, s. Now,

HomGLn
(V ⊗r1 ⊗ V ∗⊗s1 , V ⊗r2 ⊗ V ∗⊗s2) = HomGLn

(V ⊗r1+s2 , V ⊗r2+s1),
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so it is nonzero only if r1 + s2 = r2 + s1 = m, and in the latter case is spanned by
elements of kSm, by the Fundamental Theorem of Invariant Theory (this spanning
set is a basis if n ≥ m). The category Rep(GLn) can then be defined as the
Karoubian envelope of the additive completion of the subcategory with objects
[r, s] := V ⊗r ⊗ V ∗⊗s and morphisms as above.

Now consider composition of morphisms. To do so, note that the elements of
Sm defining morphisms can be depicted as oriented planar tangles (with possibly
intersecting strands) with s1 inputs and r1 outputs on the bottom and r2 inputs
and s2 outputs on the top, and m arrows, each going from an input to an output.
The composition of morphisms is then defined as concatenation of tangles, followed
by closed loop removal, with each removed loop earning a factor of n. For example,
if A : [1, 1]→ [1, 1] is given by A = coevV ◦ evV , then A2 = nA.

Now, given t ∈ k, one can define the category R̂ep(GLt) with objects [r, s],
r, s ∈ Z+, and the space of morphisms Hom([r1, s1], [r2, s2]) being spanned by pla-
nar tangles as above, with the same composition law as above, except that every
removed closed loop earns a factor of t.

Remark 9.12.8. The endomorphism algebra End([r, s]) is called the walled
Brauer algebra and denoted Br,s(t) (see [Tu2, Koi]).

Note that the category R̂ep(GLt) has a natural strict symmetric monoidal struc-
ture. Namely, the tensor product functor is just the addition of pairs of integers
for objects and taking the union of planar tangles for morphisms, with the obvious
symmetric braiding. The unit object is the object [0, 0].

Definition 9.12.9. The category R̃ep(GLt) is the Karoubian envelope of the

additive completion of R̂ep(GLt).

Clearly, R̃ep(GLt) is a Karoubian category (i.e., an idempotent-closed additive

category) over k, which inherits the tensor structure from R̂ep(GLt). Moreover, it
is not hard to show that this category is rigid (with [r, s]∗ = [s, r]). Furthermore,
it is easy check that dim[r, s] = tr+s; this is just the interpolation of the equality
dim(V ⊗r ⊗ V ∗⊗s) = nr+s.

Theorem 9.12.10. ([DelM, De1, De2]) (i) The category R̃ep(GLt) is a
semisimple abelian symmetric tensor category if t /∈ Z (in this case we also de-
note it by Rep(GLt)).

(ii) The category R̃ep(GLt) has the following universal property: if C is a rigid
symmetric tensor category then isomorphism classes of (possibly non-faithful) sym-

metric additive monoidal functors R̃ep(GLt)→ C are in bijection with isomorphism
classes of objects X ∈ C of dimension t, via F 
→ F ([1, 0]).

(iii) If t = n ∈ Z, and if p, q are non-negative integers with p − q = n, then

the category R̃ep(GLt=n) (which is not abelian) admits a non-faithful symmetric

additive monoidal functor R̃ep(GLn) → Rep(GLp|q) to the representation category
of the supergroup GLp|q (introduced in Exercise 9.11.12), which sends [1, 0] to the

supervector space V = kp|q with p even and q odd dimensions.

(iv) We have a natural symmetric tensor functor Res: R̃ep(GLt)→ R̃ep(GLt−1).

Note that (iii) and (iv) are easy consequences of (ii).
Let us consider the case t /∈ Z. In this case, simple objects in Rep(GLt) are

labeled by pairs of arbitrary partitions, (λ, μ), λ = (λ1, ..., λr), μ = (μ1, ..., μs).
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Namely, letting V = [1, 0] be the tautological object (the interpolation of the defin-
ing representation), we have simple objects Xλ,μ which are direct summands in
SλV ⊗SμV ∗, where Sλ is the Schur functor corresponding to the partition λ. More
specifically, Xλ,μ is the only direct summand in SλV ⊗ SμV ∗ which does not oc-

cur in Sλ′
V ⊗ Sμ′

V ∗ with |λ′| < |λ|. This summand occurs with multiplicity 1.
All of this is readily seen by noting that this is the case in Rep(GLn) for large n,
in which case Xλ,μ is the irreducible representation V[λ,μ]n of GLn, with highest
weight [λ, μ]n, where

[λ, μ]n = (λ1, ..., λr, 0, ..., 0,−μs, ...,−μ1)

(here, the string of zeros in the middle has length n− r − s).
Thus, we should think of Xλ,μ as the interpolation of the representation V[λ,μ]n

to non-integer values of n; in particular, X∗
λ,μ = Xμ,λ.

Exercise 9.12.11. Show that the dimension of Xλ,μ is given by the interpola-
tion of the Weyl dimension formula:

(9.18) dimXλ,μ(t)

= dλdμ

r∏
i=1

(
t+λi−i−s

λi

)(
λi+r−i

λi

) s∏
j=1

(
t+μj−j−r

μj

)(
μj+s−j

μj

) r∏
i=1

s∏
j=1

t+ 1 + λi + μj − i− j

t+ 1− i− j
,

where

dλ = dimVλ =
∏

1≤i<j≤r

λi − λj + j − i

j − i

is the dimension of the irreducible representation of GL|λ| with highest weight λ.
(Note that since the function (9.18) takes integer values at large positive in-

teger t, it is an integer-valued polynomial, i.e., a linear combination of binomial
coefficients

(
t
k

)
.)

9.12.3. The categories Rep(Ot), Rep(Sp2t). The category Rep(Ot) is defined
similarly to the category Rep(GLt). Namely, recall that in the classical category
Rep(On) we have the vector representation V = kn, and every irreducible repre-
sentation of On occurs in V ⊗r for some r. Now,

HomOn
(V ⊗r1 , V ⊗r2) = (V ⊗r1+r2)On ,

so it is nonzero only if r1+r2 = 2m, in which case it can be written as EndOn
(V ⊗m)

and is the image of the Brauer algebra Bm(n), by the Fundamental Theorem of
Invariant Theory for orthogonal groups (this image is isomorphic to the Brauer
algebra if n ≥ m). The category Rep(On) can then be defined as the Karoubian
envelope of the additive completion of the subcategory with objects [r] := V ⊗r and
morphisms as above.

Now consider composition of morphisms. A basis in the Brauer algebra Bm(n)
is formed by matchings of 2m points, so we have a spanning set in Hom(V ⊗r1 , V ⊗r2)
formed by unoriented planar tangles (with possibly intersecting strands) connecting
r1 points at the bottom and r2 points at the top, which define a perfect matching.
Then composition is the concatenation of tangles, followed by removal of closed
loops, so that each removed loop is replaced by a factor of n.

Now, given t ∈ k, one can define the category R̂ep(Ot) with objects [r], r ∈ Z+,
and the space of morphisms Hom([r1], [r2]) being spanned by planar tangles as
above, with the same composition law as above, except that every removed closed
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loop earns a factor of t. Thus, for instance, the endomorphism algebra End([m]) is
the Brauer algebra Bm(t) (see [Wen1]).

Similarly to R̂ep(GLt), the category R̂ep(Ot) has a natural strict symmetric
monoidal structure. Namely, the tensor product functor is just the addition of
integers for objects and taking the union of planar tangles for morphisms, with the
obvious symmetric braiding. The unit object is the object [0].

Definition 9.12.12. The category R̃ep(Ot) is the Karoubian envelope of the

additive completion of R̂ep(Ot).

Clearly, R̃ep(Ot) is a Karoubian category over k, which inherits the tensor

structure from R̂ep(Ot). Moreover, it is not hard to show that this category is rigid
(with [r]∗ = [r]). Moreover, it is easy check that dim[r] = tr.

The category R̃ep(Sp2t) is defined in a completely parallel way, starting from
the representation category of the symplectic group Sp2n. It is in fact easy to

see that the categories R̃ep(Ot) and R̃ep(Sp−t) are equivalent as tensor categories,
and differ only by a change of the braiding. Namely, define an involutive tensor

automorphism u of the identity functor of R̃ep(Ot) (called the parity automorphism)

by u|[r] = (−1)r, and define a new commutativity isomorphism on R̃ep(Ot) which
differs by sign from the old one if both factors are odd (i.e., u = −1 on them), and
is the same as the old one if one of the factors is even (i.e., has u = 1). Then it is

easy to see that R̃ep(Ot) with this new commutativity is equivalent to R̃ep(Sp−t)
as a symmetric monoidal category.1

Theorem 9.12.13. ([De1, De2]) (i) The categories R̃ep(Ot), R̃ep(Spt) are
semisimple abelian symmetric tensor categories if t /∈ Z (in this case they are also
denoted by Rep(Ot), Rep(Spt)).

(ii) The category R̃ep(Ot) (respectively, R̃ep(Spt)) has the following universal
property: if C is a rigid symmetric tensor category then isomorphism classes of (pos-

sibly non-faithful) additive symmetric monoidal functors R̃ep(Ot)→ C (respectively

R̃ep(Spt) → C) are in bijection with isomorphism classes of objects X ∈ C of di-
mension t with a symmetric (respectively, skew-symmetric) isomorphism X → X∗,
via F 
→ F ([1]).

(iii) If t = n ∈ Z, and if p, q are non-negative integers with p−2q = n, then the

category R̃ep(Ot=n) (which is not abelian) admits a non-faithful additive symmetric

monoidal functor R̃ep(On) → Rep(OSpp|2q) to the representation category of the

supergroup OSpp|2q, which sends [1] to the supervector space V = kp|2q.

(iv) We have a natural symmetric tensor functor Res :R̃ep(Ot) → R̃ep(Ot−1)

and R̃ep(Sp2t)→ R̃ep(Sp2t−2).

Again, (iii) and (iv) follow from (ii).
Now assume t /∈ Z and let us describe the simple objects. The simple objects

Xλ of Rep(Ot) are labelled by all partitions λ = (λ1, ..., λr); namely, Xλ is the

unique direct summand in SλV which does not occur in Sλ′
V for any λ′ with

|λ′| < |λ| (it occurs with multiplicity 1). The object Xλ is the interpolation of the
representation Vλ of On with highest weight

∑
λiωi, where ωi are the fundamental

weights corresponding to the representation ∧iV .

1There is a similar relationship between the categories R̃ep(GLt) and R̃ep(GL−t).
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Exercise 9.12.14. Show that the dimension of Xλ is given by the interpolation
of the Weyl dimension formula:

dimXλ(t)

=

r∏
i=1

( t2 + λi − i)
(
λi+t−r−i−1

λi

)
( t2 − i)

(
λi+r−i

λi

) ∏
1≤i<j≤r

(λi − λj + j − i)(λi + λj + t− i− j)

(j − i)(t− i− j)
.

(Note that, as for Rep(GLt), since this function takes integer values at large positive
integer t, it is an integer-valued polynomial).

Remark 9.12.15. Similarly to Rep(St), if t /∈ Z then the categories Rep(GLt),
Rep(Ot) are not of subexponential growth, and do not come from a supergroup,
since dimensions of objects are not integers.

Thus, we see that the fast-growing categories Rep(St), Rep(GLt), Rep(Ot) are
not pathological examples, but rather are glimpses of a new and largely unexplored
world of combinatorics of sets of ”non-integer cardinality” and linear algebra of
vector spaces of ”non-integer dimension”.

We note, however, that by Exercise 9.9.9(ii), these symmetric tensor categories
do not admit a straightforward generalization to positive characteristic (as sym-
metric tensor categories), since in characteristic p, dimensions of objects must lie
in Fp. The appropriate generalization is more subtle, and was recently proposed by
Deligne [De4].

Exercise 9.12.16. Let k be an algebraically closed field of characteristic p.
Show that the Karoubian category Rep(St) is well defined for any t ∈ k, but it does
not admit a symmetric monoidal functor (faithful or not) into a symmetric tensor
category if t /∈ Fp.

9.13. Recognizing group-theoretical fusion categories

Let G be a finite group. Recall that a fusion category C is called a G-extension
of a fusion category D if C has a faithful G-grading

C =
⊕
g∈G

Cg,

such that C1 ∼= D.
The centers of G-extensions were described in Proposition 8.23.11 in terms of

de-equivariantization. In particular, the center of a G-extension contains a Tan-
nakian subcategory Rep(G). Using the theory of Tannakian categories developed
in Section 9.9 we obtain the following converse to this result.

Proposition 9.13.1. Let C be a fusion category such that Z(C) contains a
Tannakian subcategory E = Rep(G) which maps to Vec under the forgetful functor
Z(C)→ C. Then C is a G-extension of some fusion category D.

Proof. Let F : Z(C) → C denote the forgetful functor. Its restriction F |E :
E → Vec is isomorphic to the fiber functor of E by Theorem 9.9.26. Every simple
object X of C determines a tensor automorphism of F |E as follows. Given an object

Y in E , the permutation isomorphism γX : X ⊗ F (Y )
∼−→ F (Y ) ⊗ X defining the

central structure of Y (see (7.40)) yields an automorphism γX ◦ δ of F (Y ) ⊗ X,
where δ : F (Y ) ⊗ X → X ⊗ F (Y ) is the “trivial” isomorphism, coming from the
fact that F (Y ) ∈ Vec. Since EndC(F (Y ) ⊗ X) = Endk F (Y ), we obtain a linear
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automorphism iX : F (Y )→ F (Y ). Clearly, iX gives rise to a tensor automorphism
of F |E . Let G denote the group of tensor automorphisms of F |E . We have a
canonical assignment X 
→ iX ∈ G. It is multiplicative in X (in the sense that
iZ = iX iY for any simple Z ⊂ X ⊗ Y ), and thus defines a grading C =

⊕
g∈G Cg.

Now note that every simple object of the center Z(C) of a graded category C is
either supported on its trivial component or is disjoint from it. By construction, the
centralizer E ′ coincides with the category Z(C)e of objects of Z(C) supported on Ce
(indeed, X is in E ′ if and only if iZ is the identity, where Z is a simple summand of
F (X)). Therefore, F restricts to a surjective functor E ′ → Ce. Using Lemma 6.2.4
and Theorem 7.16.6, we have

FPdim(E ′)
FPdim(Ce)

=
FPdim(Z(C))
FPdim(C) = FPdim(C).

It follows from Corollary 8.21.7 that

FPdim(Ce) =
FPdim(E ′)
FPdim(C) =

FPdim(C)
|G| ,

which means that the above grading of C is faithful (cf. Theorem 3.5.2). �

Let C be a braided fusion category. Suppose that C contains a Tannakian
subcategory E = Rep(G). Since C is embedded into Z(C), we can view E as a
subcategory of Z(C). Let CG denote the corresponding de-equivariantization of C
(see Section 8.23). By Theorem 8.23.3 we have C ∼= (CG)G.

Proposition 9.13.2. Let C be a non-degenerate braided fusion category. Sup-
pose that C contains a Tannakian subcategory E = Rep(G). Then CG has a faithful
G-grading.

Proof. The restriction of the de-equivariantization functor F : C → CG to E
is isomorphic to the fiber functor Rep(G) → Vec. Hence for any object X in CG
and any object V in Rep(G) we have an automorphism of F (V )⊗X defined as the
composition

(9.19) F (V )⊗X
∼−→ X ⊗ F (V )

∼−→ F (V )⊗X,

where the first isomorphism comes from the fact that F (V ) ∈ Vec and the second
comes from the central structure on F .

When X is simple, we have an isomorphism AutCG
(F (V )⊗X) ∼= AutVec(F (V )),

hence we obtain a tensor automorphism iX of F |E . Since Aut⊗(F |E) ∼= G, we have
an assignment X 
→ iX ∈ G. The hexagon axiom of braiding implies that this
assignment is multiplicative, i.e., that iZ = iX iY for any simple object Z contained
in X ⊗ Y . Thus, it defines a G-grading on CG:

(9.20) CG =
⊕
g∈G

(CG)g, where O((CG)g) = {X ∈ O(C) | iX = g}.

By construction, the trivial component Ce of the above grading is E ′G. So

FPdim(Ce) =
FPdim(E ′)
FPdim(E) =

FPdim(C)
|G|2 =

FPdim(CG)
|G| .

Thus, CG has |G| nonzero components, i.e., grading (9.20) is faithful. �

Author's final version made available with permission of the publisher, American Mathematical Society. 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



9.13. RECOGNIZING GROUP-THEORETICAL FUSION CATEGORIES 313

Exercise 9.13.3. In the notation of Proposition 9.13.2 let g 
→ Tg denote the
action of G on CG. Prove that for every simple object X in CG such that iX = h
we have iTg(X) = ghg−1.

Definition 9.13.4. Let C be a braided fusion category. We say that a Tan-
nakian subcategory E ⊂ C is Lagrangian if E ′ = E .

The following Proposition provides a characterization of the centers of pointed
fusion categories.

Proposition 9.13.5. Let C be a non-degenerate braided fusion category. Then
C is equivalent to the center of a pointed fusion category if and only if C contains a
Lagrangian subcategory.

Proof. The category Z(VecωG) contains a Tannakian subcategory E = Rep(G)
by Proposition 8.23.11. Since FPdim(Z(VecωG)) = |G|2 we see from Corollary 8.21.7
that FPdim(E ′) = FPdim(E) = |G|. Therefore, E ′ = E , i.e., E is Lagrangian.

Conversely, if C contains a Lagrangian subcategory E = Rep(G) then by Propo-
sition 9.13.2 CG is faithfully graded by G. Since

FPdim(CG) =
FPdim(C)
|G| = |G|,

we see that each component of CG has Frobenius-Perron dimension 1, i.e., CG is
pointed. Thus, CG ∼= VecωG for some group G and ω ∈ Z3(G, k×). Therefore,
C ∼= (VecωG)

G ∼= Z(VecωG). �

Recall that group-theoretical categories were introduced in Definition 9.7.1.

Corollary 9.13.6. Let C be fusion category. Then C is group-theoretical if
and only if Z(C) contains a Lagrangian subcategory.

Proof. By Theorem 8.12.3 C is group-theoretical if and only if there is an
equivalence of braided fusion categories Z(C) ∼= Z(VecωG) for some finite group G
and ω ∈ Z3(G, ,k×). So the result follows from Proposition 9.13.5. �

Exercise 9.13.7. Show that the words “Lagrangian subcategory” in Proposi-
tion 9.13.5 and Corollary 9.13.6 cannot be replaced by “subcategory which coincides
with its centralizer” (in other words, the condition that this subcategory is Tan-
nakian, i.e., positive, cannot be dropped).

Hint: Consider the Ising category C2(q) and use Exercise 8.18.6(i).

However, it turns out that the Tannakian condition can be dropped for in-
tegral categories. Namely, the following result is a quite useful improvement of
Corollary 9.13.6 for integral fusion categories.

Proposition 9.13.8. Let C be an integral fusion category. Then C is group-
theoretical if and only if Z(C) contains a subcategory D such that D = D′ (i.e., a
symmetric subcategory D of maximal possible dimension, FPdim(D) = FPdim(C)).

Proof. The proof is given in [DrGNO1, Theorem 4.8]; we will not give it
here. Note that this result is automatic if FPdim(C) is odd, since in this case D is
Tannakian and, hence, Lagrangian. �
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9.14. Fusion categories of prime power dimension

Let p be a prime number.

Proposition 9.14.1. Let C be a fusion category such that FPdim(C) = pn, n ≥
1. Then C admits a faithful Z/pZ-grading.

Proof. By Proposition 9.6.5 C is pseudo-unitary. Using Theorem 9.3.7 we see
that Frobenius-Perron dimensions of all simple subobjects of object I(1) in Z(C)
are divisors of pn. Furthermore, these dimensions are integers since the forgetful
image of I(1) belongs to Cad. It follows from the class equation (9.9) that the group
G of invertible subobjects of I(1) is non-trivial. This group is precisely the group of
tensor automorphisms of idC , see Exercise 9.2.5. It follows from Proposition 4.14.3
that the universal grading group of C is a non-trivial p-group and, hence, has a
quotient isomorphic to Z/pZ. �

Exercise 9.14.2. ([KacG3, Mas]) Show that a semisimple Hopf algebra of
dimension pn over k has a nontrivial central grouplike element.

Corollary 9.14.3. A fusion category of prime power Frobenius Perron di-
mension is nilpotent.

Remark 9.14.4. Corollary 9.14.3 generalizes a classical result in group theory
stating that p-group is nilpotent.

Corollary 9.14.5. Let C be a fusion category such that FPdim(C) = p. Then
C ∼= VecωZ/pZ for some 3-cocycle ω ∈ Z3(Z/pZ, k×).

Proof. This is clear since by Proposition 9.14.1, C must be pointed (since the
dimension of C1 for any grading of C must divide the dimension of C). �

This allows us to obtain a classification of semisimple quasi-Hopf algebras of
prime dimension.

Corollary 9.14.6. Any semisimple quasi-Hopf algebra of prime dimension p
over a field of characteristic zero is twist equivalent to the group algebra of a cyclic
group Z/pZ, with associator corresponding to some ω ∈ Z3(Z/pZ, k×).

As a corollary we also obtain the Kac-Zhu theorem on the classification of Hopf
algebras of prime dimension (first proved by G. Kac [KacG3] for semisimple Hopf
algebras and later by Zhu [Z] in general).

Corollary 9.14.7. Any Hopf algebra of prime dimension over a field of char-
acteristic zero is the group algebra of a cyclic group.

Proof. If the Hopf algebra H in question is semisimple, then the result follows
from Corollary 9.14.5. So it remains to show that H must be semisimple.

The result is trivial for p = 2 (as in this case H is clearly commutative), so we
may assume that p > 2. Also, if H or H∗ has a nontrivial grouplike element, the
result follows immediately. So it suffices to assume that there is no such grouplike
elements. Then by Radford’s S4 formula (Corollary 8.9.7), S4 = id. Hence the
eigenvalues of S2 are ±1. Since p is odd, these eigenvalues cannot add up to zero,
so Tr(S2) 	= 0, hence H is semisimple by Corollary 7.18.10, as desired. �

Unfortunately, even though we proved a quasi-Hopf analog of Radford’s S4

formula in Theorem 7.19.1, it is not clear to us how to extend the proof of Theorem
9.14.7 to quasi-Hopf algebras. Thus, we have the following
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Conjecture 9.14.8. Corollary 9.14.5 holds for any finite tensor category of
prime Frobenius-Perron dimension. Equivalently, the semisimplicity assumption in
Corollary 9.14.6 can be dropped.

The above method also allows us to classify fusion categories and semisimple
Hopf algebras of dimension p2.

Proposition 9.14.9. Let C be a fusion category of Frobenius-Perron dimension
p2. Then either C is pointed, or, for p = 2, C is equivalent to an Ising category
C2(q) where q is a primitive 8th root of unity (see Example 8.18.5).

Proof. By Proposition 9.14.1, C admits a faithful grading by Z/pZ: C =
C0 ⊕ C1 ⊕ ... ⊕ Cp−1. Since C0 has dimension p, by Theorem 9.14.5, it is pointed.
The category Ci for each i is a module category over C0, so Z/pZ acts transitively
on its simple objects. If this action is free for all i, then C is pointed. If this action
is trivial for some i, then Ci has a unique simple object of dimension

√
p. We know

from Corollary 3.5.8 that this can only happen if FPdim(C) is even, so p = 2. In
this case, C has the fusion ring of the Ising category, and one can show that C must
be one of the two Ising categories (we leave this to the reader). �

Corollary 9.14.10. Any semisimple Hopf algebra of dimension p2 over a field
of characteristic zero (for prime p) is the group algebra of (Z/pZ)2 or Z/p2Z.

Proof. This follows from Proposition 9.14.9 and the fact that any group of
order p2 is isomorphic to (Z/pZ)2 or Z/p2Z. �

Remark 9.14.11. Note that unlike the case of dimension p, there exist non-
semisimple Hopf algebras of dimension p2, e.g., Taft algebras (Example 5.5.6). Ng
showed in [Ng] that these are in fact the only examples; so any Hopf algebra of
dimension p2 is either the group algebra of an abelian group or a Taft algebra.

Recall that for a fusion subcategory K of a braided fusion category C the com-
mutator subcategory Kco is introduced in Definition 4.14.10. For a pair of fusion
subcategories A, B ⊂ C let A ∨ B denote the fusion subcategory of C generated by
A and B.

Proposition 9.14.12. Let C be a nilpotent braided fusion category. Then for
any maximal symmetric subcategory K of C one has (K′)ad ⊂ K.

Proof. Let K be a symmetric subcategory of C, i.e., K ⊂ K′. Assume that
(K′)ad 	⊂ K. Then we will construct a symmetric subcategory E ⊂ C such that
E � K. Namely, set

(9.21) E := K ∨ (Kco ∩ (Kco)′).

Clearly E ⊃ K. It is also clear that Kco∩ (Kco)′ is symmetric. Since K is symmetric
and Kco∩ (Kco)′ ⊂ (Kco)′ ⊂ K′ we see that E is symmetric. It remains to show that
E 	= K, or, equivalently, thatKco∩(Kco)′ 	⊂ K. By Corollary 8.22.7, (Kco)′ ⊃ (K′)ad,
so it suffices to prove that

(9.22) Kco ∩ (K′)ad 	⊂ K.
Consider the upper central series (see Definition 4.14.12)

K′ = (K′)(0) ⊃ (K′)(1) ⊃ (K′)(2) ⊃ . . . , (K′)(m+1) := ((K′)(m))ad.
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Let n be the largest integer such that (K′)(n) 	⊂ K (such n exists because K′ is
nilpotent). Since (K′)(n+1) ⊂ K, one has (K′)(n) ⊂ Kco. Since (K′)ad 	⊂ K, one has
n > 0, so (K′)(n) ⊂ (K′)ad. Thus (K′)(n) ⊂ Kco ∩ (K′)ad. Since (K′)(n) 	⊂ K, we get
(9.22). �

Corollary 9.14.13. In the situation of Proposition 9.14.12 the fusion category
K′ has a faithful grading with trivial component K′:

(9.23) K′ =
⊕
g∈G

K′
g, K′

1 = K.

Such a grading is unique up to equivalence. The group G is abelian.

Theorem 9.14.14. Let C be an integral braided fusion category. Suppose that
C contains a symmetric subcategory K such that (K′)ad ⊂ K. Then C is group-
theoretical.

Proof. We may assume that K ⊃ C′ (otherwise replace K by K ∨ C′).
By Proposition 9.13.8, it suffices to construct a fusion subcategory D ⊂ Z(C)

such that D = D′. To this end, we will use the braided tensor embeddings

C → Z(C) : X 
→ (X, cX,−) and Cop → Z(C) : X 
→ (X, c−1
−,X),

where c denotes the braiding of C. Let C+, C− ⊂ Z(C) denote the images of these
embeddings. Note that C− = (C+)′ and C+ ∩ C− = C′.

By Corollary 9.14.13, there is a faithful grading K′ =
⊕
g∈G

(K′)g with trivial

component K, and the group G is abelian. Set (K′)opg := F ((K′)g), where F :

K′ ∼−→ (K′)op is the canonical equivalence of k-linear categories. Since G is abelian,
the decomposition (K′)op =

⊕
g∈G

(K′)opg is also a G-grading.

Let us identify K, K′ and Kop, (K′)op with subcategories of C+ and C−, respec-
tively. Define D ⊂ Z(C) to be the fusion subcategory generated by all objects of
the form Y1 ⊗ Y2, Y1 ∈ (K′)g, Y2 ∈ (K′)opg , g ∈ G. We will show that D′ = D.

We have a non-degenerate pairing b : G × G → k× such that cX2X1
cX1X2

=
b(g1, g2) · idX1⊗X2

if Xi ∈ (K′)gi , gi ∈ Gi. Since the subcategories K′, (K′)op ⊂ Z(C)
centralize each other, we see that if Yi = Xi ⊗ X̃i, Xi ∈ (K′)gi , X̃i ∈ (K′)opg̃i ,
gi, g̃i ∈ G, then

(9.24) cY2Y1
cY1Y2

= b(g1, g2)b(g̃1, g̃2)
−1 · idY1⊗Y2

.

This formula implies that D ⊂ D′ and moreover, D′ ∩ (K′ ∨ (K′)op) = D. To prove
that D′ = D, it remains to show that D′ ⊂ K′ ∨ (K′)op. Since D ⊃ K ∨ Kop, it
suffices to show that (K ∨ Kop)′ = K′ ∨ (K′)op. Clearly (K ∨ Kop)′ ⊃ K′ ∨ (K′)op,
so it remains to prove that

(9.25) FPdim(K ∨ Kop) · FPdim(K′ ∨ (K′)op) = FPdim(C)2.
Since K ⊃ C′, we have FPdim(K) · FPdim(K′) = FPdim(C) · FPdim(C′). Since C+ ∩
C− = C′ and K ⊃ C′, we get K′ ∩ (K′)op = K ∩ Kop = C′. Now (9.25) follows from
Lemma 8.21.6. �

Corollary 9.14.15. An integral nilpotent braided fusion category C is group-
theoretical.

Proof. This follows from Theorem 9.14.14 and Proposition 9.14.12. �
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Corollary 9.14.16. Let C be an integral fusion category such that FPdim(C) is
a prime power. Then C is group-theoretical. Thus, any semisimple quasi-Hopf (in
particular, Hopf) algebra of prime power dimension has a group-theoretical category
of representations.

Proof. Since FPdim(Z(C)) = FPdim(C)2, we see that Z(C) is nilpotent by
Corollary 9.14.3. Thus, Z(C) is group-theoretical by Corollary 9.14.15. Hence,
C � Cop is group-theoretical and so is C by Proposition 9.7.9. �

Remark 9.14.17. The integrality of C is automatic for odd primes.

9.15. Burnside’s theorem for fusion categories

Let C be a weakly integral fusion category. We will use shortened notation
dX for the Frobenius-Perron dimension FPdim(X) of an object X in C. By Corol-
lary 9.6.6, these dimensions coincide with those coming from the canonical spherical
structure of C.

Lemma 9.15.1. Let X and Y be two simple objects of an integral braided cate-
gory C with relatively prime dimensions dX , dY . Let S denote the S-matrix of C.
Then one of the following two possibilities is realized:

(i) X and Y projectively centralize each other, i.e., the square of the braiding
on X ⊗ Y is a scalar (see Definition 8.22.3);

(ii) sXY = 0.

Proof. It suffices to consider the case when C is non-degenerate, since any
braided category can be embedded into a non-degenerate one (its center). In this
case, by the Verlinde formula, sXY

dX
and sXY

dY
are algebraic integers (see Proposi-

tion 8.13.11). Since dX and dY are relatively prime, sXY

dXdY
is also an algebraic

integer. Since sXY is a sum of dXdY roots of unity, we see that sXY

dXdY
is either a

root of unity, in which case the square of the braiding must be a scalar (case (i)),
or 0 (case (ii)). �

Corollary 9.15.2. Let C be an integral non-degenerate braided category which
contains a simple object X with dimension dX = pr, r > 0, where p is a prime.
Then C contains a nontrivial symmetric subcategory.

Proof. We first show that C contains a nontrivial proper subcategory. Assume
not. Take any simple Y 	= 1 with dY coprime to dX . We claim that sXY = 0.
Indeed, otherwise X and Y projectively centralize each other, hence Y centralizes
X ⊗ X∗, so the centralizer of the subcategory generated by Y in C is nontrivial,
and we get a nontrivial proper subcategory, a contradiction.

Now let us use the orthogonality of columns (sX,Y ) and (dY ) of the S-matrix:∑
Y ∈O(C)

sXY

dX
dY = 0.

By Lemma 9.15.1, all the nonzero summands in this sum, except the one for Y = 1,
come from objects Y of dimension divisible by p. Therefore, all the summands in
this sum except for the one for Y = 1 (which equals 1) are divisible by p. This is
a contradiction.
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Now we prove the corollary by induction in FPdim(C). Let D be a nontrivial
proper subcategory of C. If D is degenerate, then D∩D′ is a nontrivial proper sym-
metric subcategory of C. Otherwise, D is non-degenerate, and by Theorem 8.21.4(i),
C = D � D′. Thus X = X1 ⊗X2, where X1 ∈ D, X2 ∈ D′ are simple. Since the
dimension of X1 or X2 is a positive power of p, we get the desired statement from
the induction assumption applied to D or D′ (which are non-degenerate braided
categories of smaller dimension). �

Definition 9.15.3. A braided fusion category C is called slightly degenerate if
C′ = sVec.

In other words, a degenerate braided fusion category C is slightly degenerate if
C′ does not contain non-trivial Tannakian subcategories.

Proposition 9.15.4. (i) Let C be a braided fusion category such that
sVec ⊂ C′ (for example, a slightly degenerate category). Let χ be the in-
vertible object generating sVec and let Y be any simple object of C. Then
χ⊗ Y is not isomorphic to Y .

(ii) Let C be slightly degenerate and pointed. Then C = sVec�C0, where C0 is
a non-degenerate pointed category.

Proof. (i) Assume the contrary, i.e., χ ⊗ Y = Y . Since χ centralizes Y , we
have from this identity that the trace T of the isomorphism u : Y → Y ∗∗ from
(8.30) is equal to −T (as u|χ = −1). This is a contradiction, as T 	= 0.

(ii) Our job is to show that χ 	= ξ⊗2 for any ξ (this is the condition for the group
of invertible objects of C to be the direct product of the Z/2Z generated by χ with
another subgroup). Assume the contrary, and let q be the quadratic form defining
the braiding. Then we have q(ξ)4 = q(χ) = −1, q(χ⊗ ξ) = q(ξ⊗3) = q(ξ)9 = q(ξ),
so the squared braiding of ξ and χ is given by the scalar

B(χ, ξ) = q(χ⊗ ξ)/q(χ)q(ξ) = −1,
which contradicts to χ lying in C′. �

Corollary 9.15.5. Let C be a slightly degenerate integral category of dimension
> 2. Then C contains an odd-dimensional simple object that does not belong to C′.

Proof. Let χ be the invertible object generating C′. Let X be any simple
object outside of C′. By Proposition 9.15.4(i), χ ⊗ X 	= X, which implies that
X⊗X∗ does not contain χ. Thus, either X itself is odd-dimensional, or X ⊗X∗/1
is odd-dimensional, and is a direct sum of simple objects not contained in C′. In
this case one of the summands has to be odd-dimensional. �

Proposition 9.15.6. Let C be a slightly degenerate integral braided fusion ca-
tegory containing a simple object X of dimension pr for some prime p > 2. Then
C contains a nontrivial Tannakian subcategory.

Proof. The proof is by induction on the dimension of C. Let B be the category
spanned by the invertible objects of C. Then B ∩B′ contains the subcategory sVec.

If B∩B′ is bigger than sVec, then it contains a nontrivial Tannakian subcategory,
and we are done. Otherwise, by Proposition 9.15.4(ii), B = sVec�B0, where B0 is
a pointed non-degenerate braided category. If B0 is nontrivial, then C = B0 � B′0,
and B′0 is slightly degenerate, so we are done by the induction assumption. Thus,
it suffices to consider the case B = sVec, which we do from now on.
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Let 1 and χ be the simple objects of sVec ⊂ C (which are the only invertible
objects of C). Let Y be a non-invertible simple object of C of dimension not divisible
by p.

Assume that X and Y projectively centralize each other. In this case the
category D generated by Y and χ centralizes X⊗X∗, so it is a proper subcategory
of C. If it is not slightly degenerate, D∩D′ contains more than two simple objects,
hence contains a nontrivial Tannakian subcategory. So we may assume that this
subcategory is slightly degenerate, in which case we are done by the induction
assumption.

Thus, we may assume that X and Y do not projectively centralize each other.
In this case Lemma 9.15.1 tells us that sX,Y = 0.

Now, using Proposition 9.15.4(i), we have∑
Y

sXY

dX
dY = 0,

and all the nonzero terms in this sum correspond to either dY = 1 (there are two
such terms, both equal to 1), or dY divisible by p, which gives terms divisible by p.
So we get that 2 is divisible by p, a contradiction. �

Proposition 9.15.7. Let C be an integral non-degenerate braided category of
dimension paqb, a+ b > 0. Then C contains a nontrivial invertible object.

Proof. By Corollary 9.14.3 a fusion category of a prime power Frobenius-
Perron dimension is nilpotent and, hence, contains a nontrivial invertible object.
So we may assume that both a and b are positive. Suppose that C does not con-
tain nontrivial invertible objects. By Proposition 8.14.6 the squared dimensions
of simple objects of C divide paqb. Therefore, C must contain a simple object of
dimension pr, r > 0. Hence by Corollary 9.15.2, it contains a nontrivial symmetric
subcategory D. By Deligne’s Theorem 9.9.26, D = Rep(G, z) for some group G.
This group G is solvable, thanks to the usual Burnside theorem for finite groups
(saying that a group of order pnqm is solvable). Therefore, D contain nontrivial
invertible objects, which is a contradiction. �

Lemma 9.15.8. Let C be a slightly degenerate integral braided fusion category
of dimension 2rqs > 2, where q > 2 is a prime, and r, s are non-negative integers.
Suppose that C contains only two invertible objects. Then C contains a nontrivial
Tannakian subcategory.

Proof. It follows from Proposition 8.14.6 that there exists a non-invertible
simple object Y of C whose dimension is a power of 2. Also, by Corollary 9.15.5,
C contains a simple object X of dimension qm, m > 0. Now the statement follows
from Proposition 9.15.6. �

Theorem 9.15.9. A fusion category of Frobenius-Perron dimension prqs, where
p, q are primes and r, s are non-negative integers, is solvable.

Proof. Let C be a fusion category such that FPdim(C) = prqs. We may
assume that C is integral (which is automatic when p, q are odd) since otherwise C
is Z/2Z-graded with integral trivial component and we can apply Proposition 9.8.4.

It suffices to prove that Z(C) contains a Tannakian subcategory T ∼= Rep(G),
where G is a cyclic group of prime order. Indeed, the restriction of forgetful functor
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F : Z(C) → C to T is either fully faithful or maps T to Vec (since T has no quo-
tient categories except Vec and T ). In the former case C is a G-equivariantization
(Theorem 8.23.3) and in the latter case C is a G-extension (Theorem 9.13.1). In
any case, C is categorically Morita equivalent to a G-extension. The statement then
follows from induction on the dimension of C and Lemma 9.8.3.

By Proposition 9.15.7 the subcategory B spanned by all invertible objects of
Z(C) is nontrivial. If B is non-degenerate, then by Theorem 8.21.4(i), Z(C) = B�B′,
where B′ is another non-degenerate braided category, which is nontrivial (as Z(C) is
not pointed), but has no nontrivial invertible objects. Thus, by Proposition 9.15.7,
this case is impossible.

Therefore, B is degenerate. Let E := B∩B′. It is a nontrivial pointed symmetric
subcategory in Z(C). So if FPdim(E) > 2, we are done (as E necessarily contains a
Tannakian subcategory Rep(G), where G is a cyclic group of prime order).

It remains to consider the case FPdim(E) = 2. In this case, we must consider
the additional possibility that E = sVec (in which case one of p, q is equal to 2). In
this situation, by Proposition 9.15.4(ii), B = E �D, where D is non-degenerate, so
if D is nontrivial, by Theorem 8.21.4(i) Z(C) = D � D′, where D′ is another non-
degenerate braided category, whose subcategory of invertible objects is E . Thus, it
is sufficient to consider the case B = E = sVec. In this case E ′ (the centralizer of E
in Z(C)) has dimension is 22r−1q2s > 2, contains only two invertible objects, and
E ′ ∩ E = E = sVec, i.e., E ′ is slightly degenerate. Thus, Z(C) contains a non-trivial
Tannakian subcategory T by Lemma 9.15.8. Since T is the representation category
of a solvable group, it contains a subcategory Rep(G) for a cyclic group G, thanks
to the classical Burnside’s theorem for finite groups. �

9.16. Lifting theory

In this Section k is any field.
The Ocneanu rigidity theory (Section 9.1) can be used to define liftings of

tensor categories and related objects from characteristic p to characteristic zero,
see [ENO2]. Let us briefly summarize the basics of lifting theory and some of its
applications (we refer the reader to [ENO2] for more details).

Let C be a split fusion category over k, see Section 4.16. Let O be a local

commutative ring with maximal ideal m, and O/m = k. A lifting C̃ of C to O is a
split fusion category over O with the same Grothendieck ring as C, together with

an equivalence C̃/m ∼= C. If we are given such a lifting, and if K is the quotient

field of O, then we can consider the split fusion category Ĉ := C̃ ⊗OK over the field
K, which is called a lifting of C to K.

We are interested in these notions in the “mixed characteristic” case, when
k has characteristic p, and K has characteristic zero. In this case, one is faced
with the question of the existence of the lifting. This question is answered by the
following theorem.

Theorem 9.16.1. If dim C 	= 0 then C admits a lifting to O and K, and this
lifting is unique up to equivalence.

The proof of this theorem is based on Ocneanu rigidity (Section 9.1). Namely,
one can show by standard methods of deformation theory that obstructions to
lifting lie in H4(C), and if this obstruction vanishes, then the freedom in choosing
a lifting lies in H3(C). But by Ocneanu rigidity, Hi(C) = 0 for i ≥ 1 if dim C 	= 0.
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Similar theorems hold for braided and symmetric categories, module categories,
Hopf algebras, etc., as long as the fusion categories involved have nonzero dimen-
sions in k (see [ENO2], Section 9). Moreover, it is shown in [ENO2] that lifting
is faithful, i.e., liftings of non-equivalent categories to K are not equivalent.

One early application of the lifting theory is the following theorem.

Theorem 9.16.2. ([EtG1]) Let H be a semisimple and cosemisimple Hopf
algebra over any field k. Then S2 = idH and dim(H) 	= 0 in k.

Proof. It is shown in Corollary 8.20.17 that the categorical dimension TrH(S2)
of Rep(H) is nonzero. Theorem 9.16.1 then implies that Rep(H) admits a lifting to
characteristic zero. Similarly, using Corollary 9.1.6 (Ocneanu rigidity for module
categories), one shows that the fiber functor on this category associated toH admits

a lifting to characteristic zero. Thus, the Hopf algebra H admits a lifting H̃ to

characteristic zero. By Corollary 9.6.7 one has S2 = id on H̃ . Hence, one has
S2 = id on H, and hence dim(H) = TrH(S2) 	= 0. �

9.17. Bibliographical notes

9.1. The statement of Theorem 9.1.4 is known as “Ocneanu rigidity” since
it was first established by Ocneanu for unitary categories (unpublished). In the
case of categories of nonzero global dimension a proof was given by Blanchard and
Wassermann (unpublished). In [ENO2] it was pointed out that the assumption
of nonzero dimension is automatically satisfied in characteristic zero. The first
published proof was given in [ENO2]. Our exposition is an improved version of
the arguments of Section 7 of [ENO2]: namely, unlike [ENO2], we do not use
weak Hopf algebras, but rather use the categorical language.

9.2. Proposition 9.2.2 is Proposition 5.4 in [ENO2].
9.3. Theorems 9.3.2 and 9.3.7 and Propositions 9.3.4 and 9.3.9 are taken from

[ENO2]. Corollary 9.3.5 appears as Remark 3.2 in [ENO2]. Theorem 9.3.11 is
[ENO2, Theorem 8.51]. In the special case C = Rep(H) for some Hopf algebra H
Lemma 9.3.10 and Theorem 9.3.11 were proved in [KaSZ, 6.3].

9.4. Proposition 9.4.2 is Proposition 8.22 in [ENO2].
9.5. Proposition 9.5.1 is Proposition 8.23 in [ENO2].
9.6. The results of this Section are motivated by those of Larson and Radford,

see Corollary 9.6.7. Proposition 9.6.5 is Proposition 8.24 in [ENO2] and Propo-
sition 9.6.9(i) is Proposition 8.27 in [ENO2]. Proposition 9.6.9 (ii) is taken from
[DrGNO2]. Proposition 9.6.11 is essentially Theorem 8.35 in [ENO2].

9.7. Group-theoretical fusion categories were implicitly introduced in [Os2]
and explicitly in [ENO2, Section 8.8]. Proposition 9.7.9 is [ENO2, Proposition
8.44]. Hopf algebras obtained by an extension of a cocommutative Hopf algebra
by a commutative one were first considered by Kac in [KacG2]. The proof of
the fact that fusion categories from Exercise 9.7.5(ii) are group-theoretical is due
to Natale [Na1]. A criterion for an equivariantization of a fusion category to be
group-theoretical (cf. Remark 9.7.6) was given in [Nik2].

9.8. The classes of weakly group-theoretical and solvable fusion categories were
introduced in [ENO3], and the material of Section 9.8 is taken from that paper.

9.9. Tannakian fusion categories form a very special class of Tannakian catego-
ries considered in [Sa]. The results of this Section is a special case of more general
results in Section 9.11.
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9.10. The material of this Section is taken from [De1].
9.11. The results of this Section are taken from [De2].
9.12. The category Rep(GLt) was introduced by Deligne and Milne in [DelM]

and the categories Rep(St), Rep(Ot), and Rep(Sp2t) were introduced by Deligne in
[De3].

9.13. The results of this Section are taken from Section 4 in [DrGNO2].
9.14. Propositions 9.14.1 and 9.14.9 and Corollary 9.14.5 are from [ENO2].

Corollary 9.14.7 is the main result of [Z]. In the semisimple case it was proved in
[KacG3]. Proposition 9.14.12 and Theorem 9.14.14 are taken from [DrGNO1].

9.15 The results of this Section are taken from [ENO3].
9.16. Theorem 9.16.1 is Theorem 9.3 from [ENO2] and Theorem 9.16.2 is

Corollary 3.2 from [EG5].

9.18. Other results

9.18.1. Isocategorical groups. We have seen that a finite group G is com-
pletely determined by its category of (say, complex) finite dimensional representa-
tions as a symmetric tensor category. This gives rise to the question whether this
is still true if we drop the symmetric structure. In other words, is a finite group G
determined by its fusion category of finite dimensional complex representations?

The answer turns out to be “no”. Namely, let us say that finite groups G1

and G2 are isocategorical if Rep(G1) ∼= Rep(G2) as fusion categories. Examples of
isocategorical G1 and G2 were found by Davydov in [Da4] and later independently
by Izumi and Kosaki in [IK] and also in [EtG4]. A basic example is as follows:
G1 = Sp2m(F2) � F2m2 for m ≥ 3, and G2 is the unique nontrivial extension of
Sp2m(F2) by F2m2 (which acts in the corresponding Weil representation). Moreover,
one can show that all examples are of this type: if G1 and G2 are isocategorical
then they are extensions of the same group G by the same G-module A over F2
which admits a G-invariant nondegenerate skew-symmetric isomorphism A → A∨

of A to the character group of A (i.e., a skew-symmetric form on A). In particular,
isocategorical groups always have the same order, and if this order is not divisible
by 4, then they must be isomorphic.

9.18.2. Classification of weakly integral fusion categories. By Theo-
rem 9.15.9 a weakly integral fusion category C such that FPdim(C) is divisible by at
most two primes is weakly group-theoretical. At the moment of writing it is an open
problem whether every weakly integral fusion category is weakly group-theoretical.
(In particular, we do not know if the representation category of every semisim-
ple Hopf algebra is weakly group-theoretical. Examples of non group-theoretical
semisimple Hopf algebras were constructed in [GeNN, Nik2]). It was also shown
in [ENO3] that a weakly group-theoretical fusion category C has the following
Frobenius property: for every simple object X in C the Frobenius-Perron dimen-
sion of X divides FPdim(C) in the ring of algebraic integers. Generalization of this
result to arbitrary fusion categories (in particular, to weakly integral ones) is also
an open problem.

Below we list several partial results for the above-mentioned problems.
Every fusion category C of dimension pqr, where p, q, r are primes is weakly

group-theoretical [ENO3]. If p, q, r are distinct odd primes then C is group-
theoretical. Every fusion category of dimension 60 is group-theoretical [ENO3].
Every non-degenerate braided fusion category whose Frobenius-Perron dimension
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is a natural number less than 1800, or an odd natural number less than 33075, is
weakly group-theoretical [Na2].

Proofs of results of this type are usually based on proving existence of non-
trivial Tannakian subcategories of the center.

Every weakly integral fusion category of dimension less than 120 has Frobenius
property [DonNV].

In general, classification of fusion categories of a given dimension up to equiv-
alence is a hard problem (just like the problem of classifying finite groups or
semisimple Hopf algebras of a given order is hard). Complete classification is known
for fusion categories of “small” Frobenius-Perron dimension: dimension p (Corol-
lary 9.14.5), dimension p2 (Proposition 9.14.9), dimension pq [EGO], and dimension
pq2 [JorL].

9.18.3. Obstructions to categorification of based rings. An interesting
question is whether a given based ring admits a categorification (see Definition
4.10.1). One obstruction to existence of a categorification was given in Theo-
rem 9.3.11: if there exists a representation of a based ring such that the trace of
a basis element is not cyclotomic then this ring has no categorifications. Another
obstruction given in [Os6] is as follows: let R be the operator of left multiplication
by the element

∑
i bibi∗ and let p(t) be the characteristic polynomial of R. Then

for a categorifiable based ring a root α of p(t) must be a d-number, that is, for any

Galois automorphism σ, the number σ(α)
α must be a unit.

These results suggest that most based rings are not categorifiable. It was
conjectured in [Os3] that only finitely many based rings of a given rank are cat-
egorifiable. This conjecture is known to be true in rank ≤ 2 (see [Os3]) and in
rank 3 (see [Os7]) under an additional assumption that the categorification admits
a pivotal structure.

An interesting class of examples to test this conjecture is given by near-group
categories introduced in [Sie]. Namely a fusion category is called near-group cate-
gory if all its simple objects except for exactly one are invertible. It is easy to see
that the Grothendieck ring of such a category is determined by the finite group G
of isomorphism classes of invertible objects and one more non-negative integer n
which is the multiplicity of the non-invertible object in its tensor square (thus for
n = 0 we obtain Tambara-Yamagami fusion rings from Example 4.10.5). One can
ask which pairs (G,n) admit a categorification. Some results in this direction are
contained in [EvG, I2, NikO]. For example, it is known that if n ≥ |G| then G
must be abelian and n must be a multiple of |G|. However, it is unknown if for
a given group G, only finitely many values of n give rise to a categorifiable based
rings.

9.18.4. C∗-tensor categories and compact quantum groups. The no-
tion of a C∗-tensor category was introduced by Doplicher and Roberts in [DoR].
By definition, it is a tensor category C over complex numbers such that mor-
phism spaces HomC(U, V ) are Banach spaces, the composition of morphisms S ∈
HomC(U, V ) and T ∈ HomC(V,W ) satisfies ‖T ◦ S‖ ≤ ‖T‖‖S‖, and there is a
contravariant conjugation functor ∗ : C → C that is the identity map on objects
and for any morphism S one has S∗∗ = S and ‖S∗S‖ = ‖S‖2 (in particular each
EndC(V ), V ∈ C, is a C∗-algebra). See the textbook [NeT] for an introduction to
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the theory of C∗-tensor categories and references. The most basic instance of a
C∗-tensor category is the category Hilb of finite dimensional Hilbert spaces.

An important example of a C∗-tensor category is the category of finite dimen-
sional unitary representations of a compact quantum group. The latter was defined
by Woronowicz [Wo1] as a unital C∗-algebra A with a coassociative ∗-algebra ho-
momorphism Δ : A → A ⊗ A satisfying the following cancellation property: the
subspaces {(a⊗ 1)Δ(b) | a, b ∈ A} and {(1⊗ a)Δ(b) | a, b ∈ A} are dense in A⊗A
(note that for a finite dimensional A these conditions are equivalent to the existence
of an antipode, but in general an antipode is not a part of the definition). In this
setting, the role of a dual object (in the sense of Definition 2.10.1) is played by the
conjugate representation.

The algebra of continuous functions on a usual compact topological group is
the most general example of a compact quantum group for which the underlying
C∗-algebra is commutative. Also, bimodule categories associated to finite index
subfactors (cf. Section 7.25.2) are C∗-tensor categories (these categories are known
under the name of Longo’s Q-systems [Lon]).

Similarly to the reconstruction theory described in Section 5.3, compact quan-
tum groups may be characterized as C∗-tensor categories equipped with a unitary
fiber functor to Hilb (this result is known as Woronowicz’s Tannaka-Krein duality)
[Wo2]. Thus, compact quantum groups are functional analytic analogues of Hopf
algebras. The theory of braided C∗-tensor categories is parallel to the one devel-
oped in the beginning of Chapter 8. A theorem by Doplicher and Roberts in [DoR]
reconstructs a symmetric C∗-tensor category as the category of finite dimensional
complex representations of a usual compact group (cf. Deligne’s Theorem 9.9.22).

The Drinfeld-Jimbo deformation of a simply connected semisimple compact Lie
group G (cf. Section 5.7 and Example 7.22.6) gives rise to a compact quantum group
Gq (here q > 0, q 	= 1). It can be defined as the C∗-completion of the quantum
function ∗-algebra Oq(G) (see Definition 5.8.5) generated by matrix elements of
type I representations of Uq(g) (where g is the Lie algebra of G). The C∗-tensor
category of representations of this compact quantum group is the category Cq(G)
generated by type I representations of Uq(g) (see Section 5.8).

Finally, a large class of compact quantum groups appears as symmetries of
non-commutative spaces. This class includes Wang’s free unitary and free orthog-
onal quantum groups of [WangS1] and quantum permutation groups [WangS2,
BaBC].
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internal Hom, 147

invertible bimodule category, 263

invertible module category, 264

invertible object, 43

irreducible module, 56

Ising category, 264

Ising fusion ring, 51

isocategorical groups, 322

Jones polynomial, 217

Jordan-Hölder series, 5

Kac algebra, 288

Karoubian category, 307

Karoubian envelope of a category, 305

kernel of morphism, 2

Knizhnik-Zamolodchikov equation, 268

Lagrangian subcategory, 313

left categorical trace, 73

left dual morphism, 41

left dual object, 40

left exact functor, 6
left integral, 127

length of object, 5

Lie bialgebra, 117

Lie superalgebra, 292

lifting from positive characteristic, 320

lifting of a graded pointed Hopf algebra,
258

lifting of coalgebra, 17

lifting of Hopf algebra, 109

locality, 267
locally finite category, 9

locally small category, 1

Loewy length, 17

Lusztig quantum group, 101

Mac Lane’s braided coherence theorem, 198

Mac Lane’s coherence theorem, 40

Mac Lane’s strictness theorem, 36
matrix element, 17

modified braiding, 294

modular category, 224

modular functor, 270
modular group, 230

modular Hopf algebra, 262

module algebra, 142
module associativity constraint, 131

module category, 131, 132, 135

module functor, 134

module subcategory, 132
monoidal category, 21

monoidal functor, 30

monoidal subcategory, 22

monomorphism, 3
Morita equivalent algebras, 145

morphism between exact sequences, 4

morphism of functors, 31
multifusion category, 65

multifusion ring, 50

multiplicative central charge, 230

multiplicity of a simple object, 5
multiring category, 66

multitensor category, 65

Nakayama automorphism, 175
natural transformation, 31

near-group categories, 323

negligible morphism, 236

Nichols algebra, 259
nilpotency class, 61, 85

nilpotent based ring, 61

nilpotent tensor category, 85
non-degenerate category, 237

non-degenerate cocycle, 159

normalized cocycle, 28

normalized quasi-fiber functor, 110

opposite category, 22

parity automorphism, 291

partition algebra, 307

pentagon axiom, 22, 46
pentagon diagram, 131

Picard group, 264

pivotal category, 74
pivotal structure, 74

pivotalization, 180, 181
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planar algebra, 193
pointed category, 241
pointed coalgebra, 13
pointed Hopf algebra, 108
pointed tensor category, 108
positive symmetric category, 294
positive trace, 62

pre-modular category, 224
primitive element, 99
proalgebraic completion, 98
product groupoid, 82
profinite completion, 99
projective centralizer of a subcategory, 247
projective centralizer of an object, 247
projective cover, 6
projective object, 6
projective representation, 136
projective resolution, 7
projectively centralize, 247
projectivity defect, 122
proreductive completion, 99
prosolvable completion, 99
prounipotent completion, 99
pseudo-unitary fusion category, 283
pure cactus group, 202

quantization, 117
quantized universal enveloping algebra, 117
quantum 6j-symbols, 78
quantum double, 164
quantum Frobenius map, 102
quantum function algebra, 105
quantum group, 101, 103
quantum polynomial algebra, 211
quantum symmetric algebra, 211
quantum symmetric power, 211
quantum trace, 73
quantum Yang-Baxter equation, 164, 198
quasi-bialgebra, 111
quasi-fiber functor, 91
quasi-Frobenius category, 120
quasi-Hopf algebra, 113
quasi-Hopf subalgebra, 122
quasi-inverse functor, 1
quasi-tensor functor, 66
quasiclassical limit, 117
quasitriangular Hopf algebra, 198
quasitriangular quasi-Hopf algebra, 268

quotient category, 289
quotient object, 3

Racah coefficients, 77
Radford biporduct, 256
Radford’s biproduct theorem, 257
reconstruction theorem, 92, 96
reflection equation algebra, 258
regular algebra, 213, 295
regular element, 54, 57
regular object, 120

representable functor, 10

representations of type I, 104

Reshetikhin-Turaev invariant, 217

reverse braiding, 195

reverse category, 196

ribbon Hopf algebra, 221

ribbon structure, 216

ribbon tensor category, 216

right dual morphism, 41

right dual object, 40

right exact functor, 6

right exact module functor, 154

right integral, 127

right module, 142

right quantum trace, 74

rigid category, 42

rigid object, 42

ring category, 66

Schur multiplier, 136

semigroup category, 25

semisimple category, 5

semisimple Hopf algebra, 322

semisimple object, 5

separable algebra, 146, 298

Serre subcategory, 83

short exact sequence, 4

simple coalgebra, 17

simple object, 5

simple weakly anisotropic fusion category,
264

skeletal category, 39

skew-primitive element, 13

slightly degenerate braided category, 318

small quantum group, 102

smash product, 147

socle filtration, 16

solvable category, 289

spherical category, 75

squared norm, 179

stable category, 237

standard complex, 7

strict 2-category, 45

strict monoidal category, 36

subexponential growth, 302

subfactor, 63, 193

subobject, 3

subquotient, 3

super fiber functor, 296

super-vector space, 197

superdimension, 293

surjective exact pair, 171

surjective functor, 9

surjective tensor functor, 138

Sweedler’s notation, 147

symmetric nth power, 292

symmetric algebra, 292

symmetric braiding, 197, 291
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symmetric category, 291, 295

symmetric fiber functor, 295

symmetric monoidal category, 197

Taft algebra, 100

tangle, 29

Tannaka-Krein duality, 98

Tannakian category, 295

tensor category, 65

tensor functor, 66

tensor product, 21

tensor product of modules, 145

tensor subcategory, 80

tensor-generated, 109

topological quantum field theory, 271

totally positive, 181

transformation groupoid, 82

transitive ring, 53

triangle axiom, 24, 46

triangle diagram, 132

triangular Hopf algebra, 198

trivial component, 58, 84

trivial grading, 84

trivial skew-primitive element, 13

Turaev-Viro invariant, 271

twist equivalent functors, 110

twist equivalent quasi-bialgebras, 111

twist for bialgebra, 114

twist for quasi-bialgebra, 111

twist on braided category, 216

twisted group algebra, 136, 142

unimodular category, 128

unit constraint for module category, 131

unit constraints, 23

unit isomorphism, 131

unit isomorphisms, 23

unit object, 22

unital Z+-ring, 49

unitarity condition, 198

unitary R-matrix, 198

universal R-matrix, 198

universal grading, 61, 84

universal grading group, 61

upper central series, 61, 85

Verlinde modular category, 235

Verma module, 104

vertex operator algebra, 266

vertical composition, 45

virtual projective object, 11

walled Brauer algebra, 308

weak based ring, 63

weak fusion ring, 63

weak Hopf algebra, 186

weak multifusion ring, 63

weakly anisotropic fusion category, 264

weakly group-theoretical fusion category,
289, 322

weakly integral category, 285
weakly integral fusion ring, 59
Witt equivalent categories, 262

Yang-Baxter equation, 196
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ratio is not an integer! But this can happen for generalizations of vector spaces—
objects of a tensor category. The theory of tensor categories is a relatively new field of 
mathematics that generalizes the theory of group representations. It has deep connec-
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